This collection brings together a range of research studies into the procedures used to assess language proficiency and achievement within the Adult Migrant English Program (AMEP) in Australia. The studies focus on the competency-based assessments of reading, writing, and oral interaction which form part of the Certificates in Spoken and Written English (CSWE), the outcomes-based curriculum framework used nationally in the AMEP. Issues investigated include the comparability of the different assessment tools used in the AMEP, factors affecting assessment task difficulty, the measurement properties of competency assessments, rater decision-making behaviours and the relationship between individual differences and learning outcomes.

The studies demonstrate the complexities involved in developing, implementing and monitoring an assessment and reporting system that can meet the needs of the key stakeholders in a large scale language learning program while at the same time meeting technical requirements of validity and reliability.

Studies in immigrant English language assessment: Volume 1 will be of interest to teachers, curriculum developers, researchers and decision makers with an interest in language performance assessment and its interface with language policy.
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Preface

This volume provides an important set of in-depth, authoritative empirical analyses on specific aspects of the assessment instruments and procedures used over the past decade in the Adult Migrant English Program (AMEP). For adult educators within Australia, the book raises some sobering questions about the validity and interpretations of language competency assessments, the compatibility of related tests with one another, as well as decisions routinely made about people’s language abilities or achievement. At the same time, the book provides an informed, substantive research base on which to evaluate these matters, to appreciate the sophistication and enormous potential of the AMEP’s information system, as well as to prepare for future studies and improvements in program policies. I expect the volume will have a distinctive impact on thinking about English competency assessment in adult education programs throughout Australia. Acknowledging the considerable advances made in this area within the AMEP, the book leads the way forward in steps to refine and make these assessments more consistent, valid and coherent.

For language educators internationally, the volume is welcome for its overview of issues, practices, and resources for language assessment in Australia as well as for its presentation of innovations in the research methods related to language testing. Although the issues in language testing research addressed are unique to the Australian context in the 1990s, they link directly with numerous topical themes and innovations in language testing, education, and public policies internationally. In this respect, three themes on which Brindley and his collaborators have focused are especially worth highlighting for their broader significance:

1. establishing and maintaining assessment standards;
2. interfaces between testing and educational policies; and
3. multiple approaches to validation research.

All of the chapters are concerned with key themes in evaluating the standards and practices for English language assessments within the AMEP. To what extent are the assessments doing what they intend to do? Are they fair to diverse populations? What aspects of them might be inconsistent and thus be improved or made more informative? In short, are the assessment instruments, and the uses people make of them, valid and relevant to the program policies
and the clients they serve, and are they capable of refinements? These fundamental concerns have featured in many major initiatives related to language policies and assessment around the world in recent years.

As with the AMEP, initiatives to standardise language testing have been a principal unifying factor in many large-scale language programs or policy frameworks related to them. Other notable examples are the Council of Europe's framework for assessing life-long language learning (eg North 1995), the Language Benchmark Assessments for adults settling in Canada, which was modelled in part on AMEP’s Certificates in Spoken and Written English (eg Norton Peirce and Stewart 1997), the proficiency guidelines of the American Council on the Teaching of Foreign Languages (eg ACTFL 1986) or diverse initiatives to improve bilingual opportunities or recognition among Hispanic Americans in the United States (eg Valdes and Figueroa 1994). In more general terms, Alderson, Clapham and Wall (1995:235–260), Groot (1990) and McNamara (1998) have reviewed existing efforts to maintain high levels of standards in language assessment to serve educational purposes and public policies, and they have argued for continuing research to strive to monitor and maintain these.

As in the AMEP, concerns for validity, fairness and relevance are vital because of the heavy reliance on teacher-administered assessment and outcomes-oriented criteria (Brindley 1998). Importantly, if decisions are to be made about people’s language abilities, learning needs, or achievements, then assessments must ensure these are consistent across the diverse contexts in which, and populations for which, the program is administered. The weight of evidence from the studies presented here, however, is that such standardisation is exceedingly difficult to achieve in practice, due to a variety of variables and limitations, many of which the present research elucidates. These findings make further, systematic inquiry and the utilisation of relevant resources all the more important to assure the requirements of consistency, fairness, and validity in these assessment practices, the information they provide, and the decisions that follow from them.

In this regard, a central feature of this book is its exemplification of the diverse ways in which these matters need to be investigated. The studies reported are remarkably varied in their approaches to research as well as the aspects of assessment they address. Perspectives range from the micro-level of test items and raters’ decision making to the macro-level of long-term language learning outcomes among whole populations. Research techniques include content analyses, quasi-experimental manipulations, discourse analyses, generalisability comparisons, Rasch analyses, factor analyses, think-aloud verbal reports, as well as structural equation modelling. The studies span the conventional domains of language competency — reading, writing, and speaking — extending as well (in Ross’s concluding chapter) into analyses of the long-term societal impact of English language programs.

Together this diversity is highly complementary, displaying the range of relevant possibilities for inquiry in this field (cf Clapham and Corson 1997; Cumming and Berwick 1996; Kunnan 1998). Collectively, the volume asserts the value of studious research into language assessment while challenging assumptions about assessment practices with solid, empirical evidence, intelligent analyses, as well as useful recommendations. The distinct message is that validation is a multi-faceted, complex, long-term process. Extensive, systematic research using multiple methods of inquiry into diverse facets of language assessment and the impacts that follow from them is necessary to strive to establish that language assessments are doing what people want them to, and if they are not, to be able to know how to modify them accordingly.

Alister Cumming
Head, Modern Language Centre
Ontario Institute for Studies in Education
University of Toronto, Canada
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Assessment in the Adult Migrant English Program

Geoff Brindley

Introduction

The present volume brings together a range of research studies into aspects of the procedures used to assess and report the English language proficiency and achievement of adult immigrants enrolled in the Adult Migrant English Program (AMEP) in Australia. With the exception of Chapter 5, all of the studies were conducted between 1995 and 1998 as part of the Special Projects Research Program conducted by the National Centre for English Language Teaching and Research (NCELTR) at Macquarie University and funded by the Commonwealth Department of Immigration and Multicultural Affairs (DIMA).

The aim of this introductory chapter is to provide the background and rationale for the research studies reported in this volume and to situate them in relation to broader assessment issues. Although the studies relate specifically to Australian adult ESL programs, many of the assessment issues and dilemmas which they raise are currently preoccupying educational systems throughout the world. For this reason it is hoped that the research reported here will be of relevance and utility to teachers, test developers, program administrators and policy makers working in a range of other language teaching contexts.

The first part of this chapter describes a number of tests and assessment procedures used in the AMEP. These are:

- the Australian Assessment of Communicative English Skills (access) (Brindley and Wigglesworth 1997), a standardised proficiency test used for immigration selection;
- the Australian Second Language Proficiency Ratings (ASLPR) (Ingram and Wylie 1984), a proficiency rating scale used for assessment at entry and exit to the AMEP; and
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Another English language test which has been used in the context of immigration policy is the Special Test of English Proficiency (STEP). This test was developed in 1994 as a result of a decision by DIMA to include English language proficiency as a requirement for the granting of permanent residence under a special ‘fast track’ visa category created by the government to facilitate the processing of applications for refugee status in Australia, mainly immigrants who had arrived from the People’s Republic of China after June 1989 (see Hawthorne 1996). Between 1994 and 1996 this test was administered to over 10,000 candidates but has now been discontinued and will not be considered here.

Assessment in the AMEP curriculum

At entry to the AMEP, learners’ proficiency in speaking, listening, reading and writing is assessed through an oral interview using the Australian Second Language Proficiency Ratings (ASLPR) (Ingram and Wylie 1984), a general proficiency rating scale. The results of ASLPR assessments are used along with other information to place clients in appropriate learning arrangements. ASLPR ratings are also used for end of course assessments within the AMEP and for reporting learning outcomes to the federal government and other external agencies.

No standardised syllabuses are prescribed within the AMEP. However, since 1994 a competency-based curriculum framework, based around the CSWE (NSW AMES 1998), has been used by organisations which provide AMEP courses as the basis for curriculum planning and assessment. This framework consists of Certificates corresponding to four levels of English language ability and provides a statement of the learning outcomes in the form of language competencies in oral interaction, reading and writing. Task-based assessments of the CSWE competencies are administered by teachers at periodic points throughout the program and at the end of a course. On the basis of these assessments, learners may achieve a statement of attainment or be awarded a Certificate if they achieve the requisite number of competencies. Since 1996 the CSWE competencies have been used, in conjunction with ASLPR ratings, for reporting learners’ language gains to external authorities. Competency outcomes are recorded via the AMEP data management system, ARMS. In order to facilitate the planning and monitoring of program delivery, a set of ‘bench-
marks’ based on analysis of aggregate competency outcomes since 1996 has been developed. These describe average outcomes in terms of competencies achieved according to proficiency level, learning pace and hours of instruction (see Ross, Chapter 6, this volume).

**Using different assessments: Issues and problems**

The coexistence of a number of different assessment and reporting procedures within the AMEP curriculum has created a number of difficulties for both teachers and administrators. First, since an ASLPR rating provides only information on ‘general proficiency’, a learner’s status in relation to specific competencies cannot be ascertained at entry to the program. As a result, it becomes impossible to report reliable gains in terms of competencies for purposes of program reporting and evaluation.

A second related problem arises from the fact that a general proficiency scale such as the ASLPR is not sensitive enough to indicate progress on the part of learners who have achieved a limited number of specific competencies. This applies particularly in the case of learners at very low levels of proficiency who may have little education (Cope et al. 1994). Many of these learners may in fact have made progress in terms of competency attainment but these gains may be too small to register on the ASLPR scale. This discrepancy has potentially serious consequences in an environment in which funding authorities are looking for clear evidence of gains in order to demonstrate the effectiveness of the Program and is one reason for the adoption of CSWE competencies as a basis for reporting learner outcomes.

A third contentious issue which affects placement and exit assessment is the question of the relationship between CSWE, ASLPR and the ‘Functional English’ (FE) threshold which is used to make decisions concerning learners’ eligibility for English language instruction. The FE level has assumed a good deal of importance as a decision-making tool within the AMEP curriculum has created a number of difficulties for both teachers and administrators. First, since an ASLPR rating provides only information on ‘general proficiency’, a learner’s status in relation to specific competencies cannot be ascertained at entry to the program. As a result, it becomes impossible to report reliable gains in terms of competencies for purposes of program reporting and evaluation.

A second related problem arises from the fact that a general proficiency scale such as the ASLPR is not sensitive enough to indicate progress on the part of learners who have achieved a limited number of specific competencies. This applies particularly in the case of learners at very low levels of proficiency who may have little education (Cope et al. 1994). Many of these learners may in fact have made progress in terms of competency attainment but these gains may be too small to register on the ASLPR scale. This discrepancy has potentially serious consequences in an environment in which funding authorities are looking for clear evidence of gains in order to demonstrate the effectiveness of the Program and is one reason for the adoption of CSWE competencies as a basis for reporting learner outcomes.

A third contentious issue which affects placement and exit assessment is the question of the relationship between CSWE, ASLPR and the ‘Functional English’ (FE) threshold which is used to make decisions concerning learners’ eligibility for English language instruction. The FE level has assumed a good deal of importance as a decision-making tool in the AMEP. From March 1993, newly arrived immigrants and refugees have been entitled to 510 hours of government-funded English language tuition, or the hours it takes to reach the FE level, whichever is achieved first. The AMEP handbook (Department of Immigration and Ethnic Affairs 1995) states that ‘functional English proficiency equates to an assessment of at least 2 on the ASLPR scale for all four macro skills — speaking, listening, reading, writing. *In other words, if any macro skill scores less than 2 on the ASLPR scale, the client is eligible for DIEA-funded English language tuition* (emphasis in original).

Although these restrictions were subsequently relaxed, the FE level may determine eligibility for the Program and the amount of tuition provided as well the payment or non-payment of the English Education charge (EEC). In addition, at exit from the AMEP, eligibility for further education or training opportunities may also depend on whether an immigrant’s language level meets the FE criterion. In this regard, a level of ASLPR 2 in all four skills has conventionally been required as the minimum language proficiency for entry to many vocational training institutions.

However, the question of the equivalence between ASLPR, CSWE and — until recently — access: levels is shrouded in confusion. Currently, CSWE levels are roughly equated to ASLPR ranges for purposes of class placement within the AMEP but these equivalences have never been empirically investigated and are therefore open to question. Moreover, there is some evidence to suggest that teachers perceive discrepancies between ASLPR and CSWE assessments (Bottomley et al. 1994). Similar problems in relation to equivalences between access: and ASLPR levels emerged at the time when access: was used for immigration selection testing. Some cases were reported of recently arrived immigrants enrolling in the AMEP who had failed to achieve the Functional proficiency level in the access: test but who were assessed by teachers as above this level on the ASLPR, thus making them ineligible for the English language classes for which they had already paid.

Given the importance of the educational decisions concerning learners which are made on the basis of ASLPR ratings, CSWE competency achievement and — until recently — access: scores, it is important to investigate the relationships between these assessments. In this way it becomes possible not only to ascertain likely reasons for discrepancies in the way learners are classified but also to identify areas of needed improvement in the development and use of the tools that are used to elicit performance.

It should be pointed out in the context of this discussion that a score or level on one of these assessments cannot be directly converted to another, despite the desire on the part of educational authorities for a quick and easy conversion procedure. This is because the assessments in question do not meet the requirements for test equating — that is, they do not ‘measure the same thing in the same way’ (Linn 1994). Notwithstanding this lack of direct equivalence, similarities and differences between the content and structure of each assessment can be identified. At the same time it is also possible to investigate the extent to
which the tasks used in each assessment are providing valid and reliable information on language proficiency and achievement. Put simply, in the words of Weir (1993:7):

*In both proficiency and achievement testing there is a need for a clear understanding of what test tasks are measuring and how well they are doing it.*

**AMEP assessment procedures**

The following section provides a description of access, the ASLPR and CSWE. Since the ASLPR and CSWE are the tools used for curriculum-related decisions such as placement, progress and exit assessment within the AMEP, the discussion will centre mainly on these two assessments. However, the results of research into the access: test which are relevant to the issues under consideration will also be outlined briefly. Each of the assessments is considered in turn in terms of its background and purpose, content, administration and use. Issues relating to the validity and reliability of each are canvassed and a number of problems and unanswered questions are identified. The discussion of the ASLPR is somewhat more detailed and critical since it draws on the substantial body of research literature on ‘direct’ methods of language assessment such as the ACTFL Guidelines which have been widely used in language learning programs for many years. In this context, it should be noted that many of the issues and problems that are identified in the discussion are not specific to the ASLPR but apply equally to other assessment tools that use oral interviews as a basis for eliciting samples of language performance.

**The Australian Assessment of Communicative English Skills (access:)**

**Purpose**

The Australian Assessment of Communicative English Skills (access:) is a task-based test of English language ability which until 1997 was administered in the country of origin of applicants for immigration to Australia. It aims to sample the kinds of language which future immigrants might encounter in a range of social and occupational contexts in Australia.

The results of the test are reported in the form of a Proficiency Profile describing candidates’ ability in each of the four skills on a six-point scale. In order to assist users in interpreting the skill levels, the Proficiency Profile provides a set of simple descriptors summarising in general terms the types of performances which could be expected from candidates at different levels (see Figure 1). At the time when the test formed part of the immigration selection procedures, a ‘Vocational Proficiency’ level (corresponding to Level 5) was required by professionally skilled applicants in order to obtain a visa. Those applicants whose language level was assessed as less than ‘Functional Proficiency’ (Level 4) were required to pay an English Education charge (EEC) to cover the cost of language tuition in Australia via the AMEP prior to the granting of a visa, though some categories were exempted from the charge.2

**Structure and administration**

The test contains reading, writing, and listening skills modules and a test of oral interaction in the form of a structured interview with a native speaker interlocutor. A semi-direct form of the oral interaction test suitable for delivery in a language laboratory was also developed. This version was pre-recorded on cassette and was designed to be parallel in content to the direct interviewer-based version (O’Loughlin 1997). It was intended for use in centres where native speaker interviewers were not readily available and where laboratory facilities existed.

**Validity and reliability**

The access: test has been the subject of a range of research studies aimed at investigating aspects of its validity, reliability and practicality. These studies have concerned *inter alia*, the equivalence of the direct and semi-direct forms of the oral interaction module (Wigglesworth and O’Loughlin 1993; O’Loughlin 1995, 1997); interviewer behaviour in the oral interaction module (Morton et al 1997); the relationship between listening skills and item difficulty (Brindley 1997b); the relationship of rating criteria to writing text types (Delaruelle 1997); test-taker perceptions of test validity (Hill 1997); and the generalisability of oral and written tasks (McNamara and Lynch 1997). It is not possible to summarise all of these studies here. However, results of some of these studies relevant to the issues under discussion here will be outlined briefly below.

Brindley (1997b) investigated the relationship between listening skills and item difficulty in the access: listening skills test. He found a weak relationship between the judges’ ratings and actual item difficulties based on candidates’ results and little agreement on the assignment of listening skills to particular
Level Six
You can read and understand a wide range of English texts easily and with good comprehension; you can write English appropriately and with quite a high degree of accuracy for a range of purposes; you can easily understand spoken English in a wide variety of situations; you can speak English appropriately and with quite a high degree of accuracy and fluency in most contexts.

Level Five
You can read and understand a wide range of English with reasonably good comprehension; you can write English well enough to communicate effectively for most purposes; you can understand spoken English quite competently in a range of situations; you can speak English fairly fluently and accurately in a range of contexts.

Level Four
You can read and understand English texts about familiar topics; you can write English well enough to communicate ideas or information for a variety of purposes but you make some errors; you can understand spoken English about familiar topics; you can speak English well enough to handle everyday communication adequately, despite some errors.

Level Three
You can read and extract basic information from everyday written texts in English; you can write enough English to communicate simple messages but with frequent inaccuracies; you can understand enough spoken English to comprehend some of the main points in simple conversations about familiar topics; you can speak English well enough to handle basic communication in everyday situations but you make a lot of errors.

Level Two
You can read and understand some words and phrases in very simple everyday texts in English; you can write enough English words and phrases to communicate a restricted range of very simple information on familiar topics but with many inaccuracies; you can understand a limited range of common English words and phrases in simple conversations; you can speak enough English to have a very elementary conversation but with many errors and hesitations.

Level One
This means that you cannot read, write, understand or say anything in English or that you know only a few common words and phrases.

Figure 1: access: Proficiency Profile
McNamara and Lynch (1997) used generalisability theory (G-theory) to investigate the effects of different combinations of tasks and raters on the reliability of the oral and writing modules of the access test. Their results indicated that single ratings produced unacceptably large proportions of error variance. On the basis of this finding, they concluded (1997:211) that:

... the current practice of double rating of performances on the speaking and writing module is absolutely crucial to the defensibility of the ratings made, and that third ratings in borderline or discrepant cases are justified.

A number of themes emerge from these research studies into access; which are also of relevance to the other assessment tools used in the AMEP and which will be further explored in later chapters in this volume.

**The Australian Second Language Proficiency Ratings (ASLPR)**

**Background**

The ASLPR (Ingram and Wylie 1984) was commissioned by the Joint Commonwealth-States Committee on the Adult Migrant Education Program in the late 1970s as part of a major upgrading of English language programs for immigrants. Ingram (1981:109) explains this situation thus:

... it became evident that some clear notion of the path of development of second language proficiency was required as a framework within which courses could be planned. This framework needed to take into account, not just of syntactic and lexical mastery, but also of the tasks that learners could carry out in the language, especially in so far as those tasks were relevant to their needs as residents of Australia.

**Purposes**

The ASLPR serves a variety of functions in the AMEP. Language proficiency level according to the ASLPR, along with other factors such as age, educational background, first language and previous language study, is used as a basis for determining eligibility for the AMEP and for class placement. In addition, ASLPR gains achieved by learners are reported to funding authorities for accountability purposes. As mentioned previously, ASLPR levels also serve to determine eligibility for entry into further AMEP classes, government-funded training programs or tertiary study. In addition to these uses in the AMEP, Ingram (1990:53) states that the ASLPR has been used to assess language skills for vocational registration; to assess the legal responsibility of defendants in court; to specify minimum levels of foreign language proficiency for teachers; and to develop data on rates of gain in language programs. Another development in recent years has been the increasing use of the ASLPR in workplace contexts for employment selection as well as for certification of proficiency for legal purposes (McIntyre 1995).

**Scale descriptors**

The ASLPR describes language performance at nine defined proficiency levels (0, 0+, 1-, 1, 1+, 2, 3, 4, 5) along a continuum which ranges from inability to function in the target language (zero) to native-like proficiency (5). (A full copy of the 1984 version of the ASLPR is included in Appendix 1.) Three additional levels (2+, 3+ and 4+) are also used by raters but have not been specifically defined (Ingram 1990:46). Commenting on the level descriptors, Ingram (1981:112) notes that ‘except for 0 and 5, the defined points are neither absolute nor discrete, each definition existing in the context of the whole scale and in relation to adjacent definitions’.

Unlike some scales which define different aspects of language performance separately, the ASLPR subsumes a range of features of language performance (eg grammar, vocabulary, pronunciation etc in the case of speaking) into a single level description.

**Rating procedures**

Ratings are awarded on the basis of candidates’ performance in an oral interview conducted by one or more native speaker interlocutors. Raters are required to match the behaviour of the testee to the level description which most closely resembles the behaviour observed. Separate reading tasks are usually administered as part of the interview. Some interviewers use recorded material accompanied by questions to rate listening ability, while others base their listening ratings solely on the candidate’s performance in conversational interaction. The latter seems to be the most common practice (McIntyre 1995). Writing tasks are usually undertaken by candidates independently of the interview.

**Assessment tasks and materials**

No standardised assessment materials or recommended assessment tasks or activities are provided with the ASLPR. This is on the grounds that:
knowledge, direct instruments describe different levels of proficiency in terms of the sort of communication tasks that the learner can carry out and how they are carried out. (Ingram 1984a:5)

According to Ingram (1984a:11) the ASLPR measures ‘general proficiency’ which ‘refers to the ability to use language in … everyday, non-specialist situations’. He makes a distinction between ‘proficiency’ and ‘communicative competence’, arguing that the latter depends on non-language factors such as intelligence, personality traits and general knowledge (Ingram 1984a:16) which are probably not appropriate for the language tester to measure.

Validity and reliability

Ingram (1984b, 1990) reports high levels of inter-rater and intra-rater reliability in formal trials of the ASLPR, with correlations between raters generally above .9. On the basis of these findings Ingram (1990:59) concludes that:

The ASLPR does seem able to make valid statements about learners’ language proficiency and users of the ASLPR, whether native or non-native English speakers, do seem able to interpret and apply the scale reliably and to make valid and reliable assessments of learners’ language proficiencies.

As far as the validity of the ASLPR is concerned, Ingram (1990:54) cites the widespread acceptance of the scale as an indicator of its face validity. He also reports high concurrent validity coefficients from a comparison with the Comprehensive English Language Test (CELT) (Harris and Palmer 1986) (op cit p 55). In relation to predictive validity, Ingram (1995:25) refers to a study by Kellett and Cumming (1995) who found a high correlation between ASLPR levels and student performance in vocational education courses.

No published studies of the construct validity of the ASLPR are available. However Ingram (1995:23) refers to an unpublished study by Lee (1995) who concluded that:

1 The ordinal nature of the ASLPR levels is established.
2 The nature of the four macroskills as sub-scales of the ASLPR is established.
3 The ASLPR scale and its sub-scales seem able to uncover an ESL proficiency developmental path of learners from diverse L1 backgrounds and age groups covering two years.
The ASLPR: Issues and problems

Over the years, ‘direct’ methods of assessment such as the ASLPR and American Council on the Teaching of Foreign Languages (ACTFL) oral interview have been subjected to a good deal of critical scrutiny. Many of the key issues and problems associated with the ‘real life’ approach have been canvassed extensively in the literature (see, for example Bachman 1990; Brindley 1994; McIntyre 1995; McNamara 1996; Shohamy 1996) and will not be reiterated in detail here. However, certain aspects of the scale itself and of the oral interview method which are relevant to the present chapter will be discussed below.

Lack of evidence for construct validity

According to Ingram (1984a:11) ‘the ASLPR seeks to measure the underlying general proficiency rather than the fulfilment of an absolutely specified task in an absolutely specified situation’. However, the scale includes descriptions of specific contexts, topics and functions and contains no model of underlying performance factors. McNamara (1996:76) sees this as a contradiction:

*We thus have the contradictory position of, on the one hand, a performance requirement (a focus on actual instances of use) but, on the other, a principled exclusion of underlying general performance capacities in evaluations of test performance.*

McNamara (op cit p 79) argues that failure to include factors other than contextual ones in the assessment stands in the way of validation:

*Ingram’s belief in the automatic validity of his procedure amounts to no more than a broad claim about its face validity; the apparent naivety of this position stifles investigation into the hard questions about fairness and validity that need to be asked about this and kindred procedures. Of course Ingram is not alone in this complacency, which is an unfortunate characteristic of much practice in performance-based assessment, including criterion-referenced assessment, competency-based assessment and the like. (McNamara 1996:79)*

In addition, the confounding of the method of assessment with the trait being measured is viewed as problematic by many language testing researchers (eg Stevenson 1981; Skehan 1984; Bachman 1990). According to this argument, the indistinguishability of trait and method in the interview means that a rating of speaking ability derived from an interview can be interpreted solely as an indicator of a person’s ability to perform under a particular set of test method conditions (Skehan 1984; Bachman 1990) and is not generalisable beyond the testing situation. In empirical investigations of this issue, Bachman and Palmer (1981, 1982) found that ratings of language abilities based on oral interviews included substantial variance components associated with the test method, in some cases actually larger than those associated with the trait measured.

Uncontrolled factors in the oral interview

Studies of oral interview-based assessments have shown that the sociolinguistic context of the interview, including the skill and experience of the interviewer, may have a significant effect on the outcomes (see, for example, van Lier 1989; Bachman 1990; Ross 1992). Judgments of proficiency may be affected by a wide range of variables such as social or cultural status, age, personality and gender of interlocutors (van Lier 1989, Porter 1991; Wigglesworth 1997a); the topic and purpose of the interaction; the discourse domain (Selinker and Douglas 1985); the medium of exchange (Tarone 1988; Tarone and Yule 1989; Gass et al 1989) and the amount of time available for planning discourse (Wigglesworth 1997b).

All of these uncontrolled factors may affect the amount and quality of the language produced by the candidate during the interview and thus influence the proficiency rating which is given. In ‘free-form’ interviews such as the ASLPR, the rating awarded may thus depend largely on the rater’s behaviour. Whether or not candidates get the chance to produce their ‘best’ sample of language is thus heavily dependent on the skills of the interviewer (Brown and Lumley 1997, Morton et al 1997).

Collapsing of different aspects of language behaviour

A number of writers have argued that general proficiency rating scales such as the ASLPR and the ACTFL Guidelines fail to reflect the complexity and multi-dimensionality of language development and use (eg Bachman 1990; North 1995; Brindley 1998b). In such scales, a wide range of language behaviours are collapsed into a single level description which raters are required to match to the testee’s performance. However, this creates a problem for raters since particular aspects of a skill may be at different stages of development (eg fluency and pronunciation). This phenomenon is best illustrated in the well-known ‘terminal 2+’ syndrome (Lowe 1988), a term coined to describe a learner who has a very wide vocabulary but minimal command of syntactic structures.
However, a number of writers have argued that such claims are overstated, since they are not based on empirical research and do not reflect the current state of knowledge of language development (Davies 1992; McNamara 1996; Brindley 1998b; Pienemann et al 1988). Davies (1992:12–13) comments:

The very strength of the ASLPR, its security through consistency, its safe scaffolding, may persuade us into thinking that proficiency is now all safely tucked up in the ASLPR. That is the danger of overclaiming. Nor does it resolve the doubt about measurement.

Davies (1992:13) invokes Bachman’s argument about the context dependence of proficiency descriptions to put forward a case against the over-interpretation of direct tests of language performance such as the ASLPR interview:

What a direct test does is to test specific performance! That is the strong argument against the ASLPR, not against its helpful reminder to us that we should think in explicit terms about proficiency, but against our gradually allowing it to be used as if it were itself a measure, indeed in some contexts the only measure. It isn’t and it should not be.

Potential unreliability of single ratings

ASLPR ratings are usually carried out by a single judge. However, there is considerable evidence from both the educational measurement and language testing literature to suggest that single ratings are unreliable even when judges are highly trained (Lunz et al 1990; North 1993; Lumley and McNamara 1995; McNamara 1996). McNamara (1996) reviews a range of studies which have used Rasch measurement to investigate differences in rater severity in assessments of language performance. He reports consistent findings of large differences in severity which do not appear to change in spite of training. This means that a candidate whose performance is judged by a severe as opposed to a lenient rater would be disadvantaged. McNamara concludes (1996:235) that ‘assessment procedures in performance tests which rely on single ratings by trained and qualified raters are hard to defend’ and advises the use of at least two raters. Similarly, in the context of classroom assessment, Genesee and Upshur (1996:59) state that ‘it is best to avoid using students’ performance on a single occasion as the sole basis for making decisions about them’ and recommend the use of different procedures on different occasions.
Unclear relationship between descriptors and assessment tasks

Alderson (1991:72–74) makes a useful distinction between three functions that proficiency rating scales can serve: the user-oriented function where the scales provide information on the meaning of the levels to test users; the assessor-oriented function where they are used as rating criteria to assess the quality of a performance and the constructor-oriented function where they provide guidance to test constructors.

Pollitt (1991) has argued that one of the problems with scales such as the ASLPR is that they serve the reporting function rather than the assessment function, that is, they do not describe the qualities of a specific performance, but rather provide a general description of what a person at a particular level can do. Thus, at ASLPR 3 Writing, a learner is able to write with sufficient accuracy in structures and spelling to meet all social needs and basic work needs (general description). The learner can write in all those forms used in daily life (personal letters, notes, telegrams, invitations etc) without errors intruding on a native speaker’s comprehension and acceptance (examples of specific tasks). However, these statements give little concrete guidance to the teacher who is developing the assessment tasks which are intended to elicit the behaviour in question. There is very little precise information in either the general level description or the examples of specific tasks which would give assessors an idea of what behaviours to look for or how to assess them against the scale.

Comparability of assessment tasks

As noted above, the ASLPR is not accompanied by a standard set of materials to elicit language samples for assessment. The texts and tasks used by assessors thus vary not only from interviewer to interviewer in the same AMES centre, but also from centre to centre (McIntyre 1993:8). Although examples of tasks are given which might be appropriate for learners at the various levels, there is no indication as to which tasks can be substituted for others. For example, at ASLPR 3 Speaking, a learner can cope with everyday difficult linguistic situations, such as broken plumbing, a personal misunderstanding, undeserved traffic ticket etc. However, the sample tasks here could be of a quite different order of difficulty according to the context, the relationships between participants, the goal of the interaction etc. This could unfairly disadvantage learners who are given harder tasks. There is some evidence from a study by Wapshere (1997) to suggest that this may be the case with the ASLPR. In an item analysis of tests based on ASLPR reading tasks, she found that six out of eight pairs of reading tasks considered to be appropriate for Level 2 were of unequal difficulty — in some cases dramatically so — even though the paired tasks were based on the same text type and judged by experienced teachers to be of equivalent complexity.

In the absence of any guidance on either the specific characteristics of particular texts or on the types of test items which could be used to elicit these behaviours, there is scope for a good deal of variation in the types of assessment tasks and materials which teachers use. On this point, Quinn and McNamara (1987:8) comment:

... as long as the individual rater is free to substitute any task for the example tasks given, the whole process comes close to being the use of a variable instrument, a possible consequence of which is variable measurements.

Task quality

It follows from the previous point that the validity and reliability of the ASLPR depend to a large degree on the quality of the assessment tasks that teachers create. In the case of reading and listening assessment, this may place considerable demands on teachers’ skills in assessment task design since not only do they have to select appropriate texts but they also have to devise questions or items which will elicit the behaviours described in the scale. This is akin to developing a ‘mini-test’ consisting of one or more passages along with rubrics and sets of items, an activity which requires a good deal of time and skill if the information provided by the test is to be dependable.

The ASLPR: Summary

Although it has been in use for nearly twenty years within the AMEP and appears to serve some of its purposes quite adequately (McIntyre [1995], for example, reports an 85% success rate in placing candidates in classes of the appropriate level), a number of questions continue to surround the ASLPR. These concern the validity of the scale descriptors, the adequacy of the oral interview procedure as a measure of spoken language ability and the comparability of the teacher-developed assessment tasks which are used to place learners on the scale.
The Certificates in Spoken and Written English (CSWE)

Background

Competency-based approaches to language education have their origins in the large-scale attempts which have been made over recent years in a number of industrialised countries such as the United Kingdom, Australia, Canada and New Zealand to reform the education and training systems. The cornerstone of these reforms is the belief that a clear articulation of the skills and knowledge involved in occupational performance and the setting of competency standards will facilitate curriculum development, improve the quality of learning and ultimately lead to an increase in productivity and international competitiveness.

As it is currently used in the education and training literature in the UK and Australia, the term competency refers to 'the ability to perform the activities within an occupation or function to the standard expected in employment' (National Training Board 1991:30). Competency in this sense may include any attributes that contribute to work performance. Competency statements involve the specification of the knowledge and skill necessary in occupational performance and the application of that knowledge or skill.

Competency-based models of vocational education and training have in recent years begun to dominate the educational landscape in Australia, the UK and New Zealand. They are also beginning to become firmly established in the field of adult language learning as a basis for curriculum design, assessment and reporting. In the UK, the Royal Society of Arts (1987, 1988) developed profile schemes in practical skills and ESL which were based on explicit specifications of learning outcomes in the form of Profile Sentences (stated in terms very similar to what are now called competencies or units of learning) and which incorporated various forms of criterion-referenced assessment. More recently, also in the UK, the Languages Lead Body (LLB) (1993) has produced a competency-based National Language Standards framework for the use of foreign languages at work, aimed at providing a 'common specification which can be used by training providers, employers and individuals when considering levels of language skills and training required'.

Competency-based principles also underpin the CSWE, the curriculum framework used within the AMEP and described briefly earlier in this chapter. The framework describes learning outcomes at four levels in terms of language competencies, typically expressed as 'can-do' statements (can participate in a casual conversation; can respond to spoken instructions; can read an information text; can write a report etc). Each competency is broken down into elements which describe the skills and knowledge involved in the performance, the performance criteria which set out the obligatory elements of performance against which the learner is to be assessed and range statements, which specify the conditions under which the performance occurs (eg the time available for the task, the amount of support and resources available etc). Examples of sample tasks which might be used to gather evidence of successful performance are also included. An example of a CSWE competency is given in Figure 2.

Certification and assessment in the CSWE

The award of a Certificate is contingent on the learners’ attainment of a given number of competencies in each language skill, the total number of which may range from thirteen to sixteen, depending on the level. Assessment is usually conducted by class teachers using their own assessment tasks or sample tasks which accompany the Certificate (NSW AMES 1998). A set of assessment support materials has also been developed (Christie and Delaruelle 1997).

The rating scheme used requires teachers to make a binary decision on whether or not each of the mandatory performance criteria in a given competency has been achieved. In order to qualify for the award of a competency, all of the performance criteria must be fulfilled. Teachers are advised to assess students when they believe the students are familiar with the competency to be assessed. Students who fail to achieve a competency are given the opportunity to re-attempt the same competency later. (NSW AMES 1998:37)

Theoretical basis

The theoretical rationale of the CSWE derives from Halliday’s (1985) systemic-functional linguistic theory ‘which systematically relates language to the contexts in which it is used’ (Hagan et al 1992:1) and draws on applications of genre theory in other educational contexts (see Martin 1993 for an overview). The basis of the competency specifications is the language user’s knowledge of the relationship between text and context which is used ‘to predict the language likely to be used in any given situation’ (NSW AMES 1998:18). The text is seen as an encounter involving a number of successive stages in which certain linguistic features are mobilised to achieve the social purpose of the task. The competency descriptions describe the relationships between text and context in terms of the three Hallidayan components of register-field (the nature of the action that is taking place), tenor (participants and their relationships) and
mode (the role played by language). The elements and performance criteria are described in terms of discourse structure (eg the sequencing of information, cohesion, reference) and grammar and vocabulary (the features relevant to the text concerned).

<table>
<thead>
<tr>
<th>Elements</th>
<th>Performance Criteria</th>
<th>Range Statements</th>
<th>Sample tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>i. can use appropriate strategies to negotiate transaction</td>
<td>• uses appropriate strategies to negotiate transaction eg opening and closing, confirming, checking</td>
<td>• at least 1 minute in length</td>
<td>• Learners ask about enrolling in a class</td>
</tr>
<tr>
<td>ii. can use appropriate vocabulary</td>
<td>• uses appropriate vocabulary</td>
<td>• familiar and relevant</td>
<td>• Learners ask about childcare or enrolling child in school</td>
</tr>
<tr>
<td>iii. can request information</td>
<td>• requests information as required using questions or statements</td>
<td>• provides relevant information</td>
<td></td>
</tr>
<tr>
<td>iv. can provide information</td>
<td>• provides relevant information</td>
<td>•</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Example of CSWE competency — Can negotiate an oral transaction to obtain information (Certificate II, Competency 6)

**Phonology**

It is assumed that:

- articulation of some phonemes and clusters as well as intonation, stress and rhythm in longer phrases and clauses may often be inaccurate or unconventional
- teaching programs will pay attention to:
  - phonological features of longer utterances
  - developing learner self-monitoring and repair/correction strategies

Source: NSW AMES 1998

The Lack of commonality between these two sets of criteria illustrates the way that competencies are described and hence assessed. According to Messick (1989), validity judgments will depend on the way in which the attributes or qualities being tested and by extension, the extent to which the tasks adequately sample the domain of interest (language proficiency). In addition, the social consequences in terms of consequences and fairness need to be taken into account. As yet, there has been relatively little research into any of these aspects of the CSWE. A number of general observations can nevertheless be made on the basis of available evidence.

First, it is important to note that validity judgments will depend on the way in which the attributes or qualities being tested and by extension, the extent to which the tasks adequately sample the domain of interest (language proficiency). In addition, the social consequences in terms of consequences and fairness need to be taken into account. As yet, there has been relatively little research into any of these aspects of the CSWE. A number of general observations can nevertheless be made on the basis of available evidence.

According to Messick (1989), validity judgments will depend on the way in which the attributes or qualities being tested and by extension, the extent to which the tasks adequately sample the domain of interest (language proficiency). In addition, the social consequences in terms of consequences and fairness need to be taken into account. As yet, there has been relatively little research into any of these aspects of the CSWE. A number of general observations can nevertheless be made on the basis of available evidence.

**The CSWE: issues and problems**

According to Messick (1989), validity judgments will depend on the way in which the attributes or qualities being tested and by extension, the extent to which the tasks adequately sample the domain of interest (language proficiency). In addition, the social consequences in terms of consequences and fairness need to be taken into account. As yet, there has been relatively little research into any of these aspects of the CSWE. A number of general observations can nevertheless be made on the basis of available evidence.

First, it is important to note that validity judgments will depend on the way in which the attributes or qualities being tested and by extension, the extent to which the tasks adequately sample the domain of interest (language proficiency). In addition, the social consequences in terms of consequences and fairness need to be taken into account. As yet, there has been relatively little research into any of these aspects of the CSWE. A number of general observations can nevertheless be made on the basis of available evidence.
Brindley (op cit p 46) argues that if the CSWE is to be used to certify competency in ‘real life’ communication outside the classroom, then there may be a case for adopting a broader definition of language ability than has conventionally been the case in language assessment. This is consistent with the call by Shohamy (1995) and McNamara (1996) for an expanded model of language performance which can encompass non-linguistic factors.

Another key issue affecting the construct validity of the CSWE is the relationship between construct definition and scoring methods. In competency-based assessment, the assessor is required to make a binary judgment as to whether or not the learner demonstrates the behaviours specified in the performance criteria. Evidence that the learner has fulfilled each of the performance criteria must be present before the learner can qualify for the award of the competency. In the case of the CSWE, the performance criteria according to which the quality of a language performance is evaluated consist of certain obligatory features of oral and written discourse.

However, there is considerable doubt surrounding the extent to which it is possible (or desirable) to specify the mandatory elements of communicative acts:

*It may well be that some aspects of human behaviour, skills and knowledge are so conventionalized that they lend themselves to competency descriptions and somewhat ritualized performance testing. But there is a strong case for saying that human language, because of its inherent creativity, cannot be so characterized without serious, reductionist distortion. Complex skills like language must be more than an amalgamation of purportedly separable parts.* (Quinn 1993:72)

In this connection, Bottomley et al (1994:21) comment that the ‘presentation of text types (in the CSWE) tends to gloss over the difficulty of capturing with certainty the elements of (particularly spoken) discourse’, while Kress (1993:28) argues that genres are not fixed and in constant evolution:

*... while generic conventions provide certain dimensions of constraint, generic form is never totally fixed, but is always in the process of change — for example, a job interview in 1992 is very different from a job interview in 1932.*

Murray (1994:63) comments that the text-based approach relies on the availability of very comprehensive descriptions of different oral and written genres but notes that ‘full descriptions of the structures of most oral and written gen-

res have yet to be developed’. For this reason she uses criteria for portfolio assessment of student writing in the form of an assessment guide based on the more ‘subjective, general features of written texts’ (ibid) rather than on genre-specific features.

Quinn (1993:81) argues that evidence for the construct validity of the competencies is lacking and calls for research which would establish:

*... what the evidence is that particular tasks exemplify or instantiate or demonstrate particular elements of competencies, and what the evidence is that the stated elements actually define the competence.*

In order to validate the competency statements a good deal of further research needs to be undertaken into the relationship between actual language performance and the features that make up the elements and performance criteria. Such research would help to establish to what extent certain performance features are obligatory as opposed to optional and thus help to inform the criteria that are used to evaluate communicative performances in the CSWE.

**Reliability**

A number of studies have investigated the issue of rater consistency in the CSWE. These include a study by Jones (1993) who investigated competency ratings for Stage 2 (now Certificate II) of the first version of the CSWE. She found quite high levels of overall rater agreement (calculated in terms of percentages) for most competencies. The study also yielded information on the way in which teachers were interpreting and applying the performance criteria which was subsequently used to modify the criteria in later versions of the Certificate. For example, the competency *can understand and give spoken instructions* proved problematic to assess for some teachers since it requires the simultaneous assessment of listening and speaking. At the same time, assessors reported that they found some of the relativistic terminology used to describe performance (‘mostly appropriate’, ‘mostly correct spelling’ etc) difficult to interpret. Another interesting outcome of this investigation related to the relationship between the nature of the assessment task and the type of response produced by learners. Teachers reported that some texts were difficult to assess because they did not conform to the specified text type (‘this task does not generate a recount’) and thus could not be marked according to the given performance criteria.

Aldred and Claire (1994) investigated the reliability of rater classifications of
competency achievement in thirteen reading and writing competencies and five oral competencies from Stage 3 of the first version of the CSWE. Using Cohen's kappa, an index of classification consistency that compensates for chance agreement, they found widely varying levels of agreement on ratings of the performance criteria. However, rater agreement improved when benchmark performance samples and detailed indicators for particular performance criteria were supplied. In their list of recommendations they suggested that:

- performance criteria which are identified as problematic should be omitted or revised
- a system of weighting criteria or of making some criteria optional should be investigated
- criteria or range statements which use generalised descriptions such as mostly correct spelling ... or grammatical errors do not interfere with meaning should be illustrated with reference to benchmark performances or specify actual error rates
- descriptions of performance criteria which occur in several competencies should be standardised
- detailed answer keys should be developed for comprehension tasks.

In addition they recommended the development of a set of task design guidelines to support teachers in designing additional tasks, along with an assessment task bank which could be drawn on by teachers. The importance of ongoing empirical investigation of assessment practices was also highlighted.

A number of these recommendations were taken into account in the preparation of the 1995 edition of the Certificate (NSW AMES 1995). Some competencies were rewritten and performance criteria were modified or deleted in the light of feedback from raters. A set of guidelines to assist teachers in task design was also produced (Christie and Delaruelle 1997). Further modifications were subsequently made and an updated edition issued in 1998.

Transfer and generalisability

The issue of generalisability is not a straightforward one as far as the CSWE is concerned. Although the preface to the first edition of the CSWE is not explicit on this point, it states that the competencies 'have been designed to operate at the level of the curriculum and are therefore expressed in general terms' (Hagan et al 1992:33), which would appear to imply some kind of transferability. The way in which the competencies are described ('can write short reports' etc) would, similarly, give the impression that a single performance could be regarded as an indicator of a more general ability which would enable the learner to perform a similar task on another assessment occasion.

In the second edition of the CSWE (NSW AMES 1995) however, competencies are expressed in terms of the learner's performance on a single task on a single occasion ('can write a short report' etc). In addition, the guidelines for task design which accompany the CSWE (Christie and Delaruelle 1997) state:

Assessment within a competency-based curriculum framework is known as achievement assessment. This means that the assessment is concerned with what a student can do in relation to a given syllabus or course of study. In other words, the assessment is concerned with whether a student has learned X or Y in a given course of study and can perform to a specified standard. This type of assessment is not oriented to future abilities. It does not, for example, predict whether a student will pass a university entry test or be successful in a future course of study or employment. This is not to say that inferences cannot be drawn from the outcomes of achievement assessment, but rather, that specific claims are not being made. (p 2, emphasis added)

Elsewhere Burrows (1995) writes:

Achievement assessment measures student use of familiar learnt language in familiar, learnt and relevant situations, within the classroom or outside it ... Students learn to use language in the classroom and assessment measures what they have learnt. It does not measure the proficiency they have in the language. (p 33, emphasis added)

Statements such as this suggest that the CSWE assessments are not intended to be generalisable beyond the assessment situation. At the same time, however, the door seems to be left open to the possibility that transfer may take place.

Grove (1996:13) points out that this narrow conceptualisation of achievement may cause problems with external audiences who want information on proficiency outcomes:

Specified achievement, not proficiency, is CSWE's goal; a learner is accredited with a competency once he or she has demonstrated success on a single task on a single occasion. There is no further investi-
gation. And here we come to a major paradox of the situation, for the Government wants language development to be one of the ongoing and transferable skills of the workplace, yet the competency-based assessment procedures of CSWE confirm only that a learner has fulfilled a task; they have nothing to say about the learner’s capacity to transfer those skills to another context. Indeed, the authors of the CSWE curriculum and assessment documents see this as a positive feature of the Certificate: it validates itself by claiming to measure no more than achievement in the course of study it has set.

It should be noted here that the rejection of task generalisability is, on the face of it, consistent with Halliday’s explicit rejection of any distinction between underlying knowledge and realisation of that knowledge. Halliday argues (1970:145) that:

…linguistics is concerned with the description of speech acts, or texts, since only through the study of language in use are all the functions of language, and therefore all components of meaning, brought into focus. Here we shall not need to draw a distinction between an idealized knowledge of a language and its actualised use: between the ‘code’ and ‘the use of the code’, or between ‘competence’ and ‘performance’. Such a dichotomy runs the risk of being either unnecessary or misleading: unnecessary if it is just another name for the distinction between what we have been able to describe in the grammar and what we have not, and misleading in any other interpretation. The study of language in relation to the situations in which it is used — to situation types, i.e. the study of language as ‘text’ — is a theoretical pursuit, no less interesting and central to linguistics than psycholinguistic investigations relating the structure of language to the structure of the human brain.

On the other hand, as McNamara (1996:88) points out, a distinction between meaning potential (the semantic system) and actual realisation in instances of use (‘text’) is central to systemic theory. In this sense, the CSWE competencies may reflect a notion of ‘generic competence’, although this is not stated explicitly. This is what could be understood from a reading of the guidelines concerning reassessment of competencies which a student may previously have failed to achieve:

Reassess the students who did not achieve the competency later in the course. Do not use the same task but assess the skills in a different context. (NSW AMES 1998:37)

Elsewhere, describing different approaches to assisting English language learners in the workplace to gain control of different registers in English, Joyce (1992:26, emphasis added) writes in relation to the text-based approach which informs the CSWE:

In teaching this type of text, teachers have a number of choices. These choices include explaining the surface features of vocabulary or rewriting the text. A third choice is to use the text to develop text knowledge and transferable skills which students can use when they engage with similar texts in the future. This approach involves modelling for the students how information in this instructional text is structured into the text of technical texts in the workplace.

(p 26, emphasis added)

Such statements would seem to imply some sort of skills transfer within the same competency. However, there has been no research into the extent to which the skills deployed by a learner in achieving a CSWE competency transfer either to other competencies or to other tasks assessing the same competency. In the meantime, in the absence of such information, it must be assumed that the inferences which can be made on the basis of CSWE performances are very restricted, as a number of commentators have pointed out (Quinn 1993; Cope et al 1994; Grove 1996).

Task comparability

Another key aspect of generalisability is the replicability of tasks. Since Certificate attainment is determined on the basis of teacher-developed assessment tasks, the quality of these tasks will have a major effect on the dependability of the information on learner outcomes. Scores must have the same meaning across different tasks and contexts; consequently, task-related and rater-related variability should desirably be kept to a minimum. This means that tasks which are aimed at assessing the same competency should be parallel, that is, they should elicit the same range of language features under the same conditions of administration, they should present a comparable challenge for learners and they should be rated in the same way.

The issues of task comparability in the CSWE are similar to those which were raised in relation to the ASLPR. However, in the case of the CSWE, the chal-
The comparability of the tasks used and the skills assessed would help to ascertain the extent to which the comparisons are valid. This issue is addressed in Chapter 2 by Geoff Brindley who reports on the results of a detailed examination of the content of the reading assessment tasks and items used in access, ASLPR and CSWE. On the basis of a comparative study of the content of the different assessments, the author finds that the tests differ along a number of dimensions and concludes that access is the most difficult test of the three. In general, the CSWE reading tasks appear to make greater demands on learners than the ASLPR tasks, suggesting that the current practice of equating ASLPR Level 2 with CSWE Level III may not have any basis in fact. However, Brindley suggests that this issue needs to be investigated further through a comparative examination of performances of a common cohort of learners in all four skills. He also identifies a number of methodological problems surrounding the use of content rating instruments which rely on expert rater judgments and concludes that expert judgments need to be supplemented by reports of the actual test-takers themselves.

**2 Task comparability and task difficulty**

ASLPR and CSWE assessments both elicit performances which are rated against a set of external standards in the form of scale descriptors or competency statements. However, in the absence of standardised assessment tasks, it is up to individual teachers to design their own assessments, leaving scope for considerable variability in task design and administration. Here the key issues are whether assessment tasks aimed at assessing the same skill (in the case of the ASLPR) or the same competency (in the case of the CSWE) elicit similar performances and are of comparable difficulty. The answers to these questions are crucial in ensuring the validity and dependability of the information yielded by the assessment tasks.

Chapter 3 and Chapter 4 both deal with these questions. In Chapter 3 Gillian Wigglesworth examines the way in which variations in task conditions and task characteristics influence the assessment of spoken language competencies in the CSWE and explores the implications for assessment task design practice. She finds considerable variability in both learner and interlocutor behaviour within the same assessment tasks and concludes that even relatively small changes in the characteristics and/or conditions of the task may significantly affect task difficulty. These findings suggest that it is important to draw up precise task specifications at the design stage and to trial oral tasks with a range of
different learners and interlocutors before using them for assessment purposes. Wigglesworth also considers the implications of her findings for teacher professional development and emphasises the need to raise teachers’ awareness of the influence that they may have on learners’ output in oral assessment tasks. She concludes with a call for ongoing research into factors affecting assessment task performance.

In Chapter 4 Geoff Brindley reports on an investigation into task difficulty and task generalisability in six CSWE writing competency assessment tasks. Using many-faceted Rasch analysis and generalisability theory, he finds that assessment tasks aimed at tapping the same competencies are of different levels of difficulty but that these differences are not substantial. On the other hand, raters appear to differ markedly in severity. The analysis also reveals very low reliability for single ratings. On the basis of this finding, the author suggests that increasing the number of raters would improve decision dependability. Investigating the question of generalisability of skills across tasks assessing the same competency, he finds that ‘generic’ writing ability components do not appear to transfer across different writing tasks. He hypothesises, however, that these results are more likely to be due to a ‘halo effect’ in the rating process rather than an indicator of the task-specificity of writing skills. In a discussion of the implications of the study for assessment policy and practice he recommends, like Wigglesworth in Chapter 3, that tasks need to be very carefully designed and trialled. In conclusion, Brindley highlights the need for educational institutions to provide adequate professional development support for teacher assessment.

3 Rater consistency

All of the assessment procedures described in this chapter rely on subjective judgments of language performance. However, as noted in the previous discussion, these judgments may be quite variable across different raters and different occasions. In order to ensure fairness to students, it is important to constantly monitor the consistency with which ratings are administered. This involves not only ascertaining the extent to which raters agree on the overall quality of learner performance samples (see Brindley, Chapter 4) but also the extent to which they interpret the assessment criteria in the same way.

Chapter 5 by David Smith explores the question of rater judgments in the CSWE. Using think-aloud protocols, he analyses the way in which raters interpret and apply the CSWE performance criteria when assessing writing texts. He finds generally high levels of agreement amongst raters on whether or not criteria for competency achievement have been met but they appear to interpret the individual performance criteria in different ways. However, despite this variation, the raters seem to rely on the given performance criteria as a basis for making their decisions. Smith’s analysis of the verbal protocols identifies three different reading strategies used by raters to assess a text and reveals a close relationship between rater judgments and the strategies employed. On the basis of the results of the study, the author suggests ways in which the CSWE competency specifications could be modified to reduce ambiguity of interpretation. He concludes with an examination of implications for professional development and further research.

4 Reporting aggregate competency outcomes

In a climate in which all government programs in Australia are required to demonstrate that they are achieving targeted outcomes, the question of how to report aggregate competency gains across the AMEP is becoming increasingly important. DIMA has accordingly commissioned a number of studies into AMEP outcomes with a view to developing ‘benchmarks’ that reflect the gains which can realistically be expected within a given period of tuition (Ross 1997, 1998). However, estimates of likely gains derived from aggregate data are likely to be misleading if they do not take into account the differences which exist between AMEP clients. In a study of the competencies achieved by over 10 000 AMEP learners in 1995–96, Ross (1997) found that learners who enter the AMEP at the same proficiency level may achieve quite different outcomes. This suggests that factors other than proficiency have a major impact on competency gains and highlights the need to identify those characteristics which most inhibit or promote learning. Information of this kind can facilitate the placement of learners into learning programs that match their individual characteristics. At the same time, it can also assist program managers and policy makers to estimate the amount of learning time needed by learners with particular profiles.

This issue of expected gains is taken up in Chapter 6 by Steven Ross who examines the influence of a number of individual difference variables on CSWE competency achievement. The variables under investigation include age, sex, educational level, first language and length of residence in Australia. Using a range of quantitative modelling techniques, Ross demonstrates that education in home country is the most consistent predictor of competency outcomes, followed by age on arrival. He suggests that information on these factors along
with language proficiency level would be minimally sufficient to optimally place clients. Ross concludes by canvassing the possibility of a computerised procedure using an expert system which could be used to classify AMEP learners more accurately at entry to the Program.

**Conclusion**

The research reported in this volume range spans a wide range of assessment concerns, ranging from issues of macro-level reporting through to the functioning of individual performance criteria. It is hoped that the chapters in combination succeed in giving the reader a sense of the complexities involved in implementing and monitoring an assessment and reporting system that can meet the needs of decision makers, teachers and learners themselves while at the same time meeting technical requirements of validity and reliability.

The findings of the various studies raise a number of issues of significance in relation to the development and use of performance assessments in language learning programs and suggest a range of research directions which could be further pursued within the program under investigation, the AMEP. These could include:

- validation studies of the CSWE competencies which would look at the relationship between the performance criteria and the performances produced in response to CSWE assessment tasks (Fulcher 1996b);
- further studies of the way in which raters interpret and apply assessment criteria using both introspective and retrospective techniques (Vaughan 1991; Delaruelle 1997);
- investigations of the types of variables which affect task difficulty and their relative effects on task performance, both singly and in combination (Fulcher 1996a; Brindley 1998a);
- studies of the demands which assessment task construction and administration make on teachers, in terms of time, skills and resources; and
- studies of the ways in which information on learner outcomes is interpreted and used by policy makers.

In conclusion, it is worth highlighting a key element in the implementation of performance assessments such as those described in this volume, and that is teacher professional development. It is apparent from many of the studies reported here that the success of outcomes-based assessment systems such as the CSWE framework will depend heavily on the qualities of the assessment tasks developed by teachers. As Brindley points out (Chapter 4, this volume), a continuing commitment to professional development on the part of both educational authorities and teachers themselves will be required to ensure that the assessment system provides high quality information to all stakeholders.

**Notes**

1 The level descriptors used in the ASLPR have undergone revision in recent years. The scale is now known as the ISLPR (International Language Proficiency Ratings) (Ingram and Wylie 1997). However, it is the original 1984 version which is still used in the AMEP.

2 An overall band score of 5 with a minimum score of 5 in each component of IELTS is now required to meet the vocational proficiency requirement.
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Comparing AMEP assessments: A content analysis of three reading assessment procedures

Geoff Brindley

Introduction
With the increasing worldwide demands for different types of assessment for certification, selection and accountability in language programs, there has been a growing desire on the part of educational authorities to be able to compare the results of different tests or assessments. There are various circumstances in which information on test comparability may be sought. For example, university authorities might want to compare the scores obtained on different tests of English for Academic Purposes, such as the Test of English as a Foreign Language (TOEFL) or the International English Language Testing System (IELTS) in order to make decisions about common standards for tertiary entry. Similarly, an organisation that uses proficiency rating scales for language teacher certification might be interested in how the scale levels relate to scores in standardised proficiency tests. In fact, in any situation where the results of more than one test or assessment are used to set a common standard for entry, exit or certification, test comparison is called for.

In recent years, the question of the comparability of different assessments has become a contentious issue in the context of the Australian Adult Migrant English Program (AMEP) in which three different tests or assessments have been used for purposes of placement, certification and summative assessment: the Australian Second Language Proficiency Ratings (ASLPR), the Certificates in Spoken and Written English (CSWE) and — until recently — the Australian Assessment of Communicative English Skills (access:) (see Chapter 1, this volume, for discussion).

The practice of assessing and reporting learner proficiency and achievement using different tools has led to some confusion amongst teachers in the AMEP,
since it is not clear to what extent the results yielded by these tools are comparable (Bottomley et al 1994). Although ASLPR and CSWE levels, for example, are treated as if they were interchangeable, there have been no empirical studies of the relationship between the two. Similarly, during the time that the access: test was used as part of the immigration selection process, equivalences between access: results and the other assessments used in the AMEP were not investigated, even though discrepancies were noted in the way that learners were classified.

Given the current emphasis in the AMEP on the importance of program outcomes (see Ross, Chapter 6, this volume), it is important that the assessment tools used in the AMEP should provide high quality information. However, in the absence of information on the relationship between the assessments which are used, it becomes difficult to evaluate the utility of the information they provide. For this reason a detailed comparative examination of the different assessments used in the AMEP seems called for.

This chapter reports the results of such a study in the form of an analysis of the content of the reading tests used in conjunction with access: ASLPR and CSWE. Although the study does not address the issue of direct score comparison, such an analysis provides at least a partial basis for evaluating the validity of any comparisons — however broad — which are drawn between the three assessments under investigation.

Background

Test content analysis

Bachman et al (1996:125) argue that ‘it is a widespread view that content considerations are essential to the design of language tests and that content validity provides an important basis for the interpretation of test scores’. They go on to suggest (1996:126) that content validation requires close attention to both the language abilities to be measured and the nature of the tasks and items employed. The purpose of test content analysis is thus to describe the characteristics of test tasks and the particular aspects of language ability targeted by the test(s) or assessment tasks in question. In this way it becomes possible to compare different tests and to identify the extent to which they tap similar abilities and use similar methods. This is conventionally done by asking expert judges (usually applied linguists and/or experienced language teachers and/or test developers) to rate test content using scales which attempt to operationalise the key dimensions under investigation (Bachman et al 1995b; Clapham 1996).

The Cambridge-TOEFL comparability study

In recent years, analyses of test content have been increasingly used in language test validation studies. The most widely reported of these is the comparison of the Cambridge First Certificate in English (FCE) and the Test of English as a Foreign Language (TOEFL), known as the Cambridge–TOEFL comparability study (CTCS) (Bachman, Kunnan, Vanniarajan and Lynch 1988; Davidson and Bachman 1990; Bachman, Davidson, Ryan and Choi 1995; Bachman, Davidson and Milanovic 1996). This study set out to determine the extent to which the two test batteries were measuring the same abilities through a detailed comparison of test content characteristics. The rating instrument used in the study was based on the framework of test method facets (TMFs) and components of communicative language ability (CLA) originally proposed by Bachman (1990) and subsequently updated by Bachman and Palmer (1996). The original rating instruments as used in the Bachman et al (1995b) study comprised a set of 12 components of communicative language ability (CLA) and 35 test method facets (TMFs), subsequently renamed ‘task characteristics’ by Bachman and Palmer (1996:47). In the light of subsequent revisions of the rating instruments, the number of TMFs has been reduced to 23 (Bachman et al 1996:131).

The CLA rating instrument used in the CTCS includes the following components from the Bachman (1990) model:

<table>
<thead>
<tr>
<th>Grammatical competence</th>
<th>Ilocutionary competence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vocabulary</td>
<td>Ideational functions</td>
</tr>
<tr>
<td>Syntax</td>
<td>Manipulative functions</td>
</tr>
<tr>
<td>Morphology</td>
<td>Heuristic functions</td>
</tr>
<tr>
<td>Phonology/Graphology</td>
<td>Imaginative functions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Textual Competence</th>
<th>Sociolinguistic competence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohesion</td>
<td>Sensitivity to dialect or variety</td>
</tr>
<tr>
<td>Rhetorical organisation</td>
<td>Sensitivity to register</td>
</tr>
</tbody>
</table>
rating scheme to investigate the content specificity of reading passages used in the International English Language Testing System (IELTS). Bachman’s (1990) TMFs have also been used as a basis for a descriptive evaluation of three tests used to evaluate the speaking ability of teaching assistants in US universities (Hoejke and Linnell 1994).

**Selecting a rating scheme**

The fact that the Bachman et al (1995b) rating scheme had been used in a number of previous research studies and had been modified over a period of time suggested that it would be an appropriate starting point for the analysis of test comparability in the context of the AMEP. A workshop was therefore organised during which the guidelines used by Bachman et al (1995b) were distributed, omitting those parts which were specifically related to EAP testing and thus not relevant to the present study. The rating instruments were explained and the CLA components and TMFs were discussed and illustrated at some length. Judges then attempted to apply the rating instruments to examples of the assessment tasks under investigation. However, group members found some of the categories extremely difficult to interpret and they were unable to reach agreement on the meaning of a number of the CLA components and TMFs, even after extended discussion and exemplification.

Interpretation of some aspects of the CLA scales such as those associated with illocutionary competence proved particularly problematic, as did rather complex TMFs such as cohesion and rhetorical organisation.

The practicalities of using the rating instruments also emerged as a major problem. Judges were daunted by the sheer amount of time involved in evaluating 14 tasks and 85 items in terms of 12 CLA components and 23 TMFs, echoing the concern expressed by the raters in Clapham’s study (1996:148).

In the face of these difficulties, it was decided to abandon the Bachman et al scheme and to try to find an instrument which was less time-consuming to apply and which judges found easier to interpret and use.

**The ALTE Framework**

The scheme for the comparative analysis of test content which was finally adopted was a modified version of the descriptive checklists developed by the Association of Language Testers in Europe (ALTE nd). Although they contain many of the elements of the Bachman et al scheme which are outlined above,

---

**Test Method Facets (TMFs)**

The set of TMFs/task characteristics used in the CTCS contains the following elements (Bachman et al 1995b:194–207; Bachman and Palmer 1996:48–57):

- **characteristics of the setting**
  These include the time, place and participants involved in the test.

- **characteristics of the test rubrics**
  These concern the nature of the instructions, structure of the rubrics (number of parts etc), time allotment and scoring methods.

- **characteristics of the input**
  These characteristics refer to the way in which the input is presented and include the format of the test (eg whether the test is delivered through the aural or visual channel, whether it is delivered ‘live’, the item types used, etc); the language of the input (characteristics of the language itself including vocabulary, lexis, and pragmatic characteristics as well as the topics contained).

- **characteristics of the expected response**
  This category is intended to describe the way in which test takers are expected to respond to test tasks or items and includes the format (channel, form, language etc) as described under characteristics of the input, the type of response required (selected versus constructed) and the degree of speededness (how long the test taker has to answer).

- **relationship between input and response**
  This category covers reactivity (the relationship between the input or the response and subsequent input or responses which may vary according to whether language use is reciprocal [as in a face-to-face oral test], non-reciprocal [as in a reading test] or interactive [as in an oral interview where the interviewer varies the task to suit the level of an interviewee]). It also involves the amount of input that must be processed for the desired response to be given (eg how much of a reading text needs to be processed in order to respond to a given item) as well as the directness of the relationship (the degree to which test takers have to rely on the language in the input in order to respond as opposed to using information about the context or their own background knowledge).

The framework of TMFs/task characteristics and CLA components used by Bachman et al (1995b) has been adopted in a number of other studies of test comparability. Clapham (1993, 1996) used a modified version of the CTCS
the checklists are couched in somewhat more transparent language and raters reported that they found them easier to apply than the CTCS scheme. However, a major disadvantage of the checklists is that, unlike the CTCS rating instruments, there have been no published studies of their use and no information is therefore available on their validity and reliability.

According to ALTE the checklists were ‘designed for use as a practical tool for describing, in terms of a general impression, ONE VERSION of a language examination’. (ALTE nd:2, emphasis in original). They comprise a comprehensive list of test content characteristics which can be applied to different language abilities (Reading, Writing, Listening, Speaking, Structural Competence). Additional checklists are available which can be used to describe or evaluate a single task. As well as covering task and item characteristics, each checklist contains sections which allow for a general description of the test (including timing and weightings of different parts) and its presentation and layout.

The checklist used to describe the reading assessments covers the following aspects of test content, many of which are similar to the CLA components and TMFs in the Bachman et al (1995b) rating instrument:

1. Input (including number, type and topic of texts, target readership, writer’s intention)
2. Language ability tested (including main focus of testing, item type used)
3. Tasks (including numbers of tasks and items per task, aspects of the language used in the task, placement and sequencing of items)
4. Expected response (including type and range of response expected, background knowledge assumed, relationship between item and response)
5. Marking (including type of marking and criteria used).

Another section of the ALTE checklists concerns guidance to candidates. It covers the relevance and adequacy of candidate instructions, rubrics etc. However, this section was considered to be more relevant to standardised public tests rather than to less formal procedures such as ASLPR and CSWE (which do not contain extended guidance to candidates) and therefore could only be filled in by raters in relation to access. It will therefore not be reported in the analysis of the results.

The judges
Five judges participated in the study. They were all experienced ESL/EFL teachers and/or test developers with post-graduate qualifications in TESOL or applied linguistics who had taught in Australia, New Zealand, Britain, Ireland, Canada and Finland. All but one had been involved with item development for large-scale English language proficiency tests (either access: or IELTS) and so were familiar with issues of task and item design and evaluation. However, none had written any of the items under consideration in the actual test comparison. All were familiar with the purpose and function of the ASLPR and CSWE.

The rating process
The ALTE checklist for reading texts and tasks was distributed to the group of judges along with the set of guidelines for users which defines and exemplifies the terminology used in the various rating categories. The judges then used the checklist to independently rate samples of test material taken from the assessments to be evaluated. Following this, ratings of content characteristics were then compared and discussed. Group members were asked to signal instances where the definitions of the task or item characteristics to be rated were unclear or where the scale categories were causing confusion. These examples were discussed and the group then attempted to reach a common understanding of the characteristic in question, based on the definitions given in the ALTE materials. As a result of these discussions, a number of changes were made to the rating scheme. These included deletions of items which were found to be confusing, superfluous or repetitious. Some items were added from the Bachman et al (1995b) scheme relating to the degree of contextual support available to the learner, the amount of new information in the text and the degree of grammatical complexity of the tasks and items. Modifications were also made to the item’s ‘main focus of testing’ which required judges to match a single skill to a particular item. These will be discussed in greater detail further on in the section describing the results of the analysis of the language skill ratings.

After these modifications had been carried out, a follow-up session was held in which judges used the revised rating scheme to rate samples of the assessments under investigation.

Content analysis of ‘non-test’ procedures: Issues and problems
All of the documented comparative analyses of test content which have been conducted to date have been carried out on standardised language proficiency tests for large populations. Particular forms of the tests or ‘papers’ under investigation have therefore been the object of comparison. For example, Bachman
et al (1995b) compared three pairs of tests: Cambridge FCE Paper 1 and TOEFL Section 3 (reading comprehension); FCE Paper 3 and TOEFL Section 2 (structure and vocabulary); and FCE Paper 4 and TOEFL Section 1 (listening comprehension).

In the present study, however, the situation was somewhat different, in that two of the three assessments being compared, the ASLPR and CSWE, unlike access: or step:, do not come with a standardised set of texts and tasks which are given to all learners. Rather, they consist of various kinds of elicitation tasks that are selected by the teachers who administer the assessment. The results are then mapped on to a set of external standards in the form of rating scale descriptors or competency statements to yield a level or statement of competency achievement.

As noted in Chapter 1, in the case of the ASLPR there are no standardised tasks or mandatory assessment materials which accompany the scale. The ASLPR contains a column entitled ‘examples of specific tasks’ which illustrates the types of language behaviour which might be observed at a particular level (eg can fill out most forms regularly encountered in everyday life). In order to elicit an appropriate sample of language use, teachers either develop their assessment materials or select from an available bank of existing materials. To this end, most institutions which use the ASLPR have assembled kits containing examples of different texts and tasks which can be used to elicit the kinds of language performances described in the scale. There is, however, no such thing as an ‘ASLPR test’ which is used uniformly across all AMEP teaching centres in Australia. There is a scale, there are suggestions for elicitation techniques and there are sets of stimulus materials in the form of written or spoken texts (in the case of reading and listening assessment) or oral or written prompts (in the case of speaking and writing) which vary across teachers and centres.

Like the ASLPR, the CSWE does not include nationally standardised assessment tasks, although the first edition of the CSWE (Hagan et al 1993) was accompanied by assessment guidelines containing sample tasks for different ability levels and competencies (Burrows 1993a, 1993b, 1993c). The second and third editions include examples of assessment tasks and ‘benchmark’ performances in speaking and writing illustrating the types of texts which learners could be expected to produce in order to meet the performance criteria for each competency (NSW AMES 1995). An ‘evidence guide’ giving examples of assessment tasks is also included in each competency description. In addition, an assessment and moderation kit to assist teachers in evaluating assessment tasks and constructing their own assessment materials has been developed (Christie and Delaruelle 1997). At the time this study was conducted, however, this material was not available.

Identifying tests/tasks for the content analysis

The fact that both ASLPR ratings and CSWE competency achievement are awarded on the basis of a range of teacher-developed tasks rather than a single test makes content comparisons problematic. Clearly it is impossible to make salient comparisons between different assessments unless either a uniform set of tasks is used or, at the very least, a set of ‘anchor’ tasks with known measurement properties is developed which can then be used as a basis for comparison with other new tasks. Owing to constraints of time and resources, the latter course of action was not possible, so in order to address this potential dilemma, it was decided to identify a particular set of tasks which could be considered representative of each of the three assessments. This was done as follows.

1 The access: Reading test

In the case of access:, the content analysis was based on the reading tasks used to assess reading as part of an exercise to set standards for the step: test. This was a composite version, consisting of passages and questions from several different previously used forms whose properties were already known. The test was made up of five passages and contained 40 items. The passages cannot be included for reasons of copyright. However, a general description of the tasks, texts and items can be found in Table 1.

<table>
<thead>
<tr>
<th>Task#</th>
<th>Topic</th>
<th>#Items</th>
<th>Item type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rescue of a solo sailor</td>
<td>10</td>
<td>Short answer</td>
</tr>
<tr>
<td>2a</td>
<td>Aboriginal rock carvings</td>
<td>4</td>
<td>Multiple-choice</td>
</tr>
<tr>
<td>2b</td>
<td>As above</td>
<td>5</td>
<td>True/false/not in text</td>
</tr>
<tr>
<td>3a</td>
<td>Kangaroo products</td>
<td>5</td>
<td>Multiple-choice</td>
</tr>
<tr>
<td>3b</td>
<td>As above</td>
<td>5</td>
<td>Matching</td>
</tr>
<tr>
<td>4a</td>
<td>Life expectancy</td>
<td>5</td>
<td>Multiple-choice</td>
</tr>
<tr>
<td>4b</td>
<td>As above</td>
<td>6</td>
<td>Matching</td>
</tr>
</tbody>
</table>
2 ASLPR reading tasks
A set of three reading tasks were selected from eight reading passages and questions aimed at Levels 1, 1+ and 2 which had been developed for use in ASLPR assessments by experienced ESL teachers from Adult Migrant Education Services, Victoria. (The tasks are included at Appendix 2.) This organisation has been using the ASLPR since the late 1970s and has devoted considerable resources to ASLPR training and development of assessment materials (McIntyre 1995). To this extent, the materials could be considered to reflect the kinds of tasks typically used to elicit performances in the context of ASLPR assessment.

It could be argued that the use of a restricted set of test activities in this way violates one of the principles of ASLPR assessment, that is, that the tasks should be selected in the light of the learner’s perceived needs and interests (Ingram 1990:52). However, taken to its logical extreme, this would have meant that each learner could be given a different set of assessment tasks, making any kind of content comparison impossible. As a compromise, it was decided to constrain the number of tasks used, although teachers could still make a choice of tasks according to the perceived level of ability of the learners. In this case, given that the learners who participated in the study were enrolled at Level III of the CSWE, it was assumed that the learners’ level of ability would fall between ASLPR 1 and 2 (the CSWE gives the ASLPR range of Certificate III as between ASLPR 1+ and 2, but an additional task aimed at Level 1 was included to enable ‘level checking’ as recommended in the ASLPR interview). The ASLPR guidelines give no precise guidance to interviewers on how many reading tasks are to be used, since this may vary according to the ability of the candidate. However, it seemed reasonable to assume that three tasks would constitute a realistic number, given the suggested time limit of thirty minutes for speaking, listening and reading (Wylie and Ingram 1992:1). The analysis accordingly focused on three tasks, corresponding to one task that might be used to assess ability at ASLPR Level 1, Level 1+ and Level 2. The tasks are summarised in Table 2. The reading passages and questions are included at Appendix 2.

<table>
<thead>
<tr>
<th>Task#</th>
<th>Topic</th>
<th>#Items</th>
<th>Item type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Life in Australia</td>
<td>4</td>
<td>Short answer: oral response</td>
</tr>
<tr>
<td>2</td>
<td>Request to attend employment interview</td>
<td>5</td>
<td>Short answer: oral response</td>
</tr>
<tr>
<td>3</td>
<td>House fire</td>
<td>5</td>
<td>Short answer: oral response</td>
</tr>
</tbody>
</table>

3 CSWE reading assessment tasks
The CSWE reading tasks used as a basis for the content comparison were taken from the ‘benchmark’ texts for Certificate III provided by the developers of the CSWE (NSW AMES 1995) and thus were considered representative of the types of tasks which would be recommended for assessment of reading at this level. The tasks, which are included at Appendix 3, consisted of four parallel forms of a text and series of questions used to assess the competency can read information texts within three different strands of the CSWE — Community Access, Vocational and Further Study. Although CSWE reading assessment at Certificate III is aimed at assessing learners’ ability to understand a variety of text types, including diagrammatic texts, procedural texts, persuasive texts and reports, it was decided to focus on this particular text type since it appeared to be the most amenable to direct comparison with those used in access: and ASLPR. However, the fact that only one text type was used means that the results of the section of the content analysis which deals with ‘writer’s overall intention’ cannot be considered an accurate reflection of the full range of text types used in CSWE reading assessments which tap a variety of other genres.

A summary of the CSWE tasks is included in Table 3. The texts and questions are included at Appendix 3.

<table>
<thead>
<tr>
<th>Task#</th>
<th>Topic</th>
<th>#Items</th>
<th>Item type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Coping with stress at work</td>
<td>6*</td>
<td>Short answer</td>
</tr>
<tr>
<td>2</td>
<td>Job profile of a clerk</td>
<td>6*</td>
<td>Short answer</td>
</tr>
<tr>
<td>3</td>
<td>Distance learning options in Technical and Further Education</td>
<td>6*</td>
<td>Short answer</td>
</tr>
</tbody>
</table>
rating of 4 would signify that it was highly ambiguous. Means and standard deviations were derived for all ratings on each task and item using the SYSTAT for Macintosh statistics package (Wilkinson, Hill and Vang 1992).

Data analysis

General description

A general descriptive comparison of the three assessments was first undertaken according to a set of categories from the ALTE scheme which describe the numbers of tasks, items, and time allocation for the tests. These categories did not require judgments. This is reported in Table 4. Other descriptive information relating to the qualities of passages and tasks is reported further on in the section dealing with passage-based input.

Table 4: General description of test content

<table>
<thead>
<tr>
<th></th>
<th>access</th>
<th>ASLPR</th>
<th>CSWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of tasks</td>
<td>7*</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>No. of items</td>
<td>40</td>
<td>14</td>
<td>31**</td>
</tr>
<tr>
<td>Suggested time for tasks (mins)</td>
<td>60</td>
<td>15</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* Two-part tasks counted separately
** Two-part items counted separately

Content ratings

Raters were asked to rate the content of the three assessments under a number of headings as follows.

Passage-based input

This part of the analysis related to the nature of the text itself, its origin, the writer’s intention, topic and the type of response required.

Passage-based analysis: Tasks

The first part of this section related to the propositional content of the test in a similar way to the CTCS scheme (Bachman et al 1995b:200–202). It required judges to rate the language used in the test tasks along the following dimensions:

- degree of contextual support provided
- abstractness of language of text

- appropriacy of language in text for level of target group
- frequency of vocabulary
- degree of specialisation of language in text
- amount of cultural content
- ambiguity of language of text
- amount of new information which cannot be predicted from text
- grammatical complexity
- formality of language of text
- amount of figurative language
- appropriacy of rubric to level of target group
- appropriacy of language of items for level of target group.

Language skills tested

Main focus of testing

Raters were asked to specify the main skill or skills being tested by the item in order of importance. Provision was made for up to three skills per item to be identified. As stated previously this was to allow for the fact that an item may be testing several skills simultaneously.

Item type used

This required identification of the item format used (multiple choice, gap filling etc).

Item-based analysis: Expected response

Raters were asked to rate each item in each of the three assessments along the following dimensions relating to the language of the expected response:

- ambiguity of items
- abstractness of information in item
- appropriacy of language of item
- frequency of vocabulary
- degree of specialisation of language
- ambiguity of language of item
- grammatical complexity of language of item
• formality of language of item
• range of acceptable responses
• amount of cultural knowledge assumed.

Rater agreement

Three different indices of rater agreement were calculated. The first of these was percentage agreement between raters (RAP) as used by Bachman et al 1995b. This statistic simply reports in the form of a percentage the number of raters who agree on a given rating category. The second statistic is the weighted rater agreement percentage (WRAP) which takes into account the number of steps by which raters differ and weights the percentage accordingly (Clapham 1996:151). Thus if four raters out of five agree and the maximum difference between two raters is one step on the scale, then the WRAP would be .8. However, if they disagree by two steps, then it would be reduced to .6. Mean RAPs and WRAPs for both passage-based and item-based analysis are reported in Tables 5 and 6.

There appear to be different views in the language testing literature on what constitutes an acceptable level of percentage agreement between raters. Bachman et al (1995b) report a RAP of only 64% on the CLA ratings and 75% for the TMFs in the CTCS. However, they argue that when the RAP statistics are taken together with the G-study variance components (which were fairly low for the TMFs but somewhat higher for the CLA ratings), that this represents ‘a fairly high level of agreement’ (p 134). They do not appear to consider the relatively modest percentage agreement on the CLA ratings serious enough to omit these ratings from the comparative analysis of test content, even though for some CLA components the standard deviation is considerably larger than the mean rating, suggesting a very wide range of interpretations of the component in question. On the other hand, Clapham (1996:151–2) is somewhat more cautious. She reports that ‘it seems that where facets have a mean WRAP of less than .7 there is too little agreement for us to believe that the raters were using the same criteria for their judgements’. In a similar vein, Thornton (1996) in a pilot validation study of the Speaking Proficiency Test (SPT) used with the Interagency Language Roundtable (ILR) Speaking Skill Level Descriptions as used by various US government agencies, set a benchmark of 70% agreement among raters. She comments that ‘this bound is quite conservative and, if reached, should allow the SPT to be considered fairly reliable’ (p 33). RAPs and WRAPs of over .7 are therefore marked with an asterisk in the Tables so as to highlight those characteristics on which a minimum 70% level of agreement was obtained.

In order to obtain another estimate of agreement, generalisability coefficients (G-coefficients) were calculated for the combined ratings on both the passage-based and item-based analyses. The G-coefficient is analogous to the classical internal consistency reliability estimate. Coefficients are reported in Table 7.

Table 5: Passage-based analysis: Tasks. Rater percentage agreement

<table>
<thead>
<tr>
<th>Access:</th>
<th>ASLPR</th>
<th>CSWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAP WRAP</td>
<td>RAP WRAP</td>
<td>RAP WRAP</td>
</tr>
<tr>
<td>Degree of contextual support</td>
<td>.70* .46</td>
<td>.65 .35</td>
</tr>
<tr>
<td>Abstractness of information</td>
<td>.51 .30</td>
<td>.53 .33</td>
</tr>
<tr>
<td>Appropriacy of language in text</td>
<td>.82* .82*</td>
<td>.58 .50</td>
</tr>
<tr>
<td>Frequency of vocabulary</td>
<td>.73* .73*</td>
<td>.80* .80*</td>
</tr>
<tr>
<td>Degree of specialisation of language</td>
<td>.59 .51</td>
<td>.80* .80*</td>
</tr>
<tr>
<td>Amount of cultural content</td>
<td>.62 .51</td>
<td>.73* .73*</td>
</tr>
<tr>
<td>Degree of specialisation of topic</td>
<td>.80* .73*</td>
<td>.73* .67</td>
</tr>
<tr>
<td>Ambiguity of language of text</td>
<td>.87* .87*</td>
<td>.67 .60</td>
</tr>
<tr>
<td>Amount of new information in text</td>
<td>.69 .61</td>
<td>.80* .80*</td>
</tr>
<tr>
<td>Grammatical complexity</td>
<td>.54 .33</td>
<td>.63 .55</td>
</tr>
<tr>
<td>Formality of language of text</td>
<td>.50 .39</td>
<td>.60 .60</td>
</tr>
<tr>
<td>Amount of figurative language</td>
<td>.69 .69</td>
<td>.80* .73*</td>
</tr>
<tr>
<td>Appropriacy of rubric to level</td>
<td>.68 .68</td>
<td>– –</td>
</tr>
<tr>
<td>Appropriacy of language of items for level of candidates</td>
<td>.79* .79*</td>
<td>.33 .17</td>
</tr>
</tbody>
</table>
The item-based analysis revealed the lowest levels of agreement on:

- ambiguity of items
- appropriacy of language used in item for level of testees
- degree of specialisation of language used in the item
- ambiguity of language used in the item
- formality of the language used in the item
- amount of cultural knowledge assumed by the item.

Here the characteristic of amount of cultural knowledge elicited the lowest level of agreement, with none of the agreement coefficients reaching the threshold.

Looking at the two analyses, it can be seen that there were a number of common areas where raters failed to agree. These related to the appropriacy of the language of the text or item for the level of the testees, the degree of specialisation and cultural knowledge, and the amount of cultural knowledge assumed by the item.

Low agreement on some of these categories is perhaps not surprising, however. It is very difficult for native speakers to put themselves in the position of the test-taker and to make judgments on ‘appropriacy’. A question such as ‘to what degree is the language of the text/item at the appropriate level?’ is open to multiple interpretations. (Moreover, some studies have shown that native speaker judgments of item difficulty in tests have been at odds with the test results [ref. Hamp-Lyons and Mathias 1994].) In relation to the issues of specialisation and cultural knowledge, Clapham (1996:152), in a study of the topic-specificity of EAP texts, also found low agreement among raters on topic specificity in texts. She attributes this to a lack of conceptual clarity in this characteristic and inadequate explanation. Similarly, the question regarding the extent to which the language of the text or the topic is ‘specialised’ raises the question of what constitutes ‘specialisation’. Clearly background knowledge varies between individuals and one person’s everyday knowledge may be quite esoteric for another. Here Clapham (op cit) also found lack of agreement.
on this category and speculates that it may be harder to achieve agreement on specialisation than on other facets. This is clearly another category that needs a good deal of further research.

The amount of cultural knowledge required to respond to particular items or understand a given passage is also difficult to judge. Here the different backgrounds of the raters may have contributed to some divergence in the ratings, since some were more familiar with Australian culture than others. However, it is equally possible that this characteristic was particularly susceptible to misinterpretation. On closer examination, the source of the very low agreement coefficients turned out to be localised in passages 2 and 3 in the access: test, which concerned in the first instance the discovery of rock carvings by Australian Aboriginals and, in the second, the use of products made from kangaroos. These passages yielded ratings at extreme opposite points of the scale. Since percentage agreement indices (especially the WRAP) are very sensitive to range, this resulted in very low overall RAP and WRAP statistics for this characteristic. There may well be an explanation for this lack of agreement, however. According to the definition derived from the Bachman et al guidelines (Clapham 1996:284), ‘cultural content relates to national (general) culture such as national habits, customs and beliefs’. Some judges may have perceived the passages by virtue of their overtly Australian subject matter (Aboriginals and kangaroos) as high in ‘cultural content’ almost by definition and therefore assumed that they required considerable cultural knowledge to interpret. On the other hand, on closer reading, other judges may have decided that despite their ostensibly heavy Australian focus, the passages were nevertheless sufficiently contextualised to be able to be understood by a person unfamiliar with Australian culture. The possibility of these two differing interpretations points to the need for extensive discussion and exemplification of the meaning of the task characteristics before using the rating instrument and for further refinement and explanation of categories such as this.

It is not clear why the criterion of degree of contextual support would have been problematic for raters although it may have been difficult to rate as far as the ASLPR and CSWE are concerned, since the context is partially provided in the case of the former through the interview and in the latter by the teacher. In the case of abstractness of information and grammatical complexity of text, these categories are highly subjective and may have been under-exemplified during the training session. It is interesting to note, however, that raters were able to reach reasonable levels of agreement on the latter characteristic in the item-based analysis. This suggests that raters may find it easier to rate the complexity of specific items than it is to give a more impressionistic rating of an entire passage.

Results: Task and item characteristics

In order to compare the results of the ratings for each of the three assessments, means and standard deviations were calculated for the ratings given to each of the task characteristics in the passage-based analysis and to each of the item characteristics in the item-based analysis. Results are shown in Tables 8 and 9. In deciding whether a difference between ratings could be considered to be ‘salient’, the criterion used by Bachman et al (1995b:105) was adopted, that is, ‘a mean difference that was larger than the standard deviation of either form being compared’. Salient differences are marked with an asterisk. A summary of salient differences showing the magnitude and direction of the differences is provided in Table 10.
Language skills tested

In order to establish the degree of involvement of different reading skills in all the assessment tasks, the ALTE materials which describe and give examples of each of the skills were first distributed and discussed. A trial rating of one of the access: tasks was then carried out, followed by a discussion of the way in which raters had interpreted and applied the skill categories. Here a number of questions were raised concerning the feasibility of attributing particular skills to items, a concern raised in a number of research studies into the nature of reading and listening skills (Alderson and Lukmani 1989; Alderson 1990a; Buck 1990). The difficulty of aligning single skills to items is also acknowledged by ALTE (nd:3) who state in the guidelines accompanying the checklist ‘that there is a great deal of ambiguity in this area’. A number of raters made the point that an item may be tapping multiple skills simultaneously. It was pointed out that a skill such as demonstrating understanding of text as a whole, for example, appears to depend on a number of the other contributory skills. Here some clarification was also required to distinguish between potentially overlapping categories such as retrieving specific information and locating and selecting relevant information.

In an attempt to allow for the fact that a particular item may be tapping more than one skill, therefore, the rating scheme was modified so as to allow raters to designate the degree to which they considered the skill in question to be involved by designating whether it was a primary, secondary or tertiary focus. Ratings were then carried out on every item for all of the assessments.

In order to obtain an overall comparative picture of the extent to which the assessments were tapping the different skills, the total number of ratings of 1, 2 and 3 given by the five raters for each skill were summed across all tasks. The number of ratings given to each skill in each of the primary, secondary and tertiary categories was then calculated as a percentage of the total ratings given for that category. Results are shown in Table 11 below which can be interpreted as follows. Taking the CSWE as an example, of all of the ratings of 1 awarded to CSWE items, 54% were awarded to locating and selecting relevant information, 33% to retrieving specific information, 3% to demonstrating understanding of text structure, 3% to deducing meaning from context, and 6% to making inferences from information. This method, though somewhat crude, has the advantage of allowing raters’ overall perceptions of the concentration of skills to be visually displayed at the aggregate level. The number and

### Table 9: Item-based analysis

<table>
<thead>
<tr>
<th>Task characteristic</th>
<th>access:</th>
<th>ASLPR</th>
<th>CSWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambiguity of items</td>
<td>1.92</td>
<td>1.83</td>
<td>1.28</td>
</tr>
<tr>
<td>Abstractness of information in item</td>
<td>1.89</td>
<td>1.30</td>
<td>1.35</td>
</tr>
<tr>
<td>Appropriacy of language in item*</td>
<td>2.19</td>
<td>1.39</td>
<td>1.73</td>
</tr>
<tr>
<td>Frequency of vocabulary*</td>
<td>2.13</td>
<td>1.13</td>
<td>1.45</td>
</tr>
<tr>
<td>Degree of specialisation of language*</td>
<td>2.04</td>
<td>1.14</td>
<td>1.48</td>
</tr>
<tr>
<td>Ambiguity of language of item</td>
<td>1.99</td>
<td>1.67</td>
<td>1.85</td>
</tr>
<tr>
<td>Grammatical complexity*</td>
<td>1.89</td>
<td>1.31</td>
<td>1.38</td>
</tr>
<tr>
<td>Formality of language of item*</td>
<td>2.25</td>
<td>1.26</td>
<td>1.75</td>
</tr>
<tr>
<td>Range of acceptable responses*</td>
<td>1.08</td>
<td>1.97</td>
<td>1.25</td>
</tr>
<tr>
<td>Amount of cultural knowledge assumed</td>
<td>2.45</td>
<td>1.59</td>
<td>1.95</td>
</tr>
</tbody>
</table>

### Table 10: Salient differences between assessments

<table>
<thead>
<tr>
<th>Passages</th>
<th>Difference magnitude</th>
<th>Difference direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of vocabulary*</td>
<td>.57</td>
<td>ACCESS&gt;CSWE</td>
</tr>
<tr>
<td>Degree of specialisation of language in text</td>
<td>.90/.60</td>
<td>ACCESS&gt;ASPLR, CSWE&gt;ASPLR</td>
</tr>
<tr>
<td>Degree of specialisation of topic</td>
<td>.69/.73</td>
<td>ACCESS&gt;ASPLR, CSWE&gt;ASPLR</td>
</tr>
<tr>
<td>Amount of new information in text</td>
<td>.82/.54</td>
<td>ACCESS&gt;ASPLR, ACCESS&gt;CSWE</td>
</tr>
<tr>
<td>Grammatical complexity</td>
<td>.83</td>
<td>ACCESS&gt;ASPLR</td>
</tr>
<tr>
<td>Formality of language of text</td>
<td>.90/.58</td>
<td>ACCESS&gt;ASPLR, ACCESS&gt;CSWE</td>
</tr>
<tr>
<td>Amount of figurative language</td>
<td>.93/.65</td>
<td>ACCESS&gt;ASPLR, ACCESS&gt;CSWE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item-based analysis</th>
<th>Difference magnitude</th>
<th>Difference direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appropriacy of language in item</td>
<td>.80/.46</td>
<td>ACCESS&gt;ASPLR, ACCESS&gt;CSWE</td>
</tr>
<tr>
<td>Frequency of vocabulary</td>
<td>1.0/.68/.32</td>
<td>ACCESS&gt;CSWE&gt;ASPLR</td>
</tr>
<tr>
<td>Degree of specialisation of language in item</td>
<td>.90/.56/.34</td>
<td>ACCESS&gt;CSWE&gt;ASPLR</td>
</tr>
<tr>
<td>Grammatical complexity</td>
<td>.58</td>
<td>ACCESS&gt;ASPLR</td>
</tr>
<tr>
<td>Formality of language of item</td>
<td>.99</td>
<td>ACCESS&gt;ASPLR</td>
</tr>
<tr>
<td>Range of acceptable responses</td>
<td>.89/.72/.17</td>
<td>ASPLR&gt;CSWE&gt;ACCESS</td>
</tr>
</tbody>
</table>
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concentration of ratings for each skill category in each test can be seen reason-
ably clearly.

Given that raters were not being asked to match specific skills to items, but
rather to indicate a range of skills which they thought were required, conven-
tional inter-rater agreement indices were not calculated. Nevertheless, Table 11
which provides an overview of all ratings awarded to each task in the three
assessments, gives a reasonably clear indication of the extent to which ratings
clustered together for each task across the three assessment procedures.

Table 11: Language skills tested: Total ratings for each assessment

<table>
<thead>
<tr>
<th>Skill Category</th>
<th>ASLPR</th>
<th>CSWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skimming for overall gist</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>Demonstrating understanding of text</td>
<td>0.5</td>
<td>8</td>
</tr>
<tr>
<td>Identifying topic of text</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>Identifying functions of text</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>Distinguishing main points</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>Retrieving specific information</td>
<td>16</td>
<td>49</td>
</tr>
<tr>
<td>Locating and selecting relevant information</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Demonstrating understanding of text structure</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Distinguishing fact from opinion</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Deducing meaning from context</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>Making inferences from information</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Making use of clues</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 12: Passage-based input: Tasks

<table>
<thead>
<tr>
<th>Task Category</th>
<th>ASLPR</th>
<th>CSWE</th>
</tr>
</thead>
<tbody>
<tr>
<td># Words (mean)</td>
<td>546</td>
<td>167</td>
</tr>
<tr>
<td># Items</td>
<td>40</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 12: Passage-based input: Tasks

<table>
<thead>
<tr>
<th>Type of text</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Newspaper/magazine article</td>
<td>4/4</td>
</tr>
<tr>
<td>Bureaucratic document</td>
<td>1/3</td>
</tr>
<tr>
<td>Other</td>
<td>1/3</td>
</tr>
</tbody>
</table>

Table 12: Passage-based input: Tasks

<table>
<thead>
<tr>
<th>Writer’s overall intention</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide information</td>
<td>7/7</td>
</tr>
<tr>
<td>Explain</td>
<td>0/7</td>
</tr>
<tr>
<td>Describe</td>
<td>1/7</td>
</tr>
<tr>
<td>Narrate</td>
<td>1/7</td>
</tr>
<tr>
<td>Persuade/convince</td>
<td>2/7</td>
</tr>
<tr>
<td>Argue for/against</td>
<td>0/7</td>
</tr>
<tr>
<td>Instruct/teach</td>
<td>0/7</td>
</tr>
<tr>
<td>Express feelings</td>
<td>0/7</td>
</tr>
<tr>
<td>Other</td>
<td>0/7</td>
</tr>
</tbody>
</table>

Table 12: Passage-based input: Tasks

<table>
<thead>
<tr>
<th>Target Reader</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>General public</td>
<td>7/7</td>
</tr>
<tr>
<td>L2 learners</td>
<td>0/7</td>
</tr>
<tr>
<td>Specialist group</td>
<td>1/7</td>
</tr>
</tbody>
</table>
Second, the effects of using the ALTE rating scheme must be considered. At the time it was used in this study, the scheme had not been validated and — unlike the CTCS rating scheme — no studies of its use were available. Although an effort was made to ensure that the rating categories were discussed thoroughly with raters, the scheme is quite complex and it would have required considerable time and resources to arrive at a point where judges were confident in its use (a point also made by Clapham 1996 in relation to the CTCS content analysis materials). As with any scheme of this kind, the validity and reliability of the ALTE scheme need to be established by piloting — preferably over a considerable period of time — in order to allow the full range of interpretations of the rating categories to emerge and to be discussed. (In this context it is worth noting that various versions of the Bachman et al (1995b) scheme have been in use for nearly ten years and according to Bachman et al [1996:147] the CLA components are still in need of refinement ‘both in terms of how they are defined and in the training of raters’.) The fact that low levels of rater agreement were obtained on a number of the test content characteristics suggests that the judges were not interpreting these characteristics in the same way and it is difficult therefore to have confidence in the meaningfulness of some of the content ratings.

Discussion

These limitations notwithstanding, a number of tentative observations can nevertheless be made concerning some key similarities and differences between the three assessments which emerged from the comparison.

Overall differences

Passage-based analysis

The salient differences which emerged from the ratings, along with the descriptive analysis, suggest that the assessments differ along a number of dimensions. First, in terms of the amount of material presented to learners, both the access: reading passages (average 546 words) and those used with the CSWE assessments (average 375 words) are considerably longer than the ASLPR passages (average 167 words). Second, the frequency of vocabulary rating suggests that raters perceive access: to contain less common vocabulary than CSWE. Third, judges rated access: much higher than ASLPR in terms of degree of specialisation of language in text, and degree of specialisation of language of topic. (However, there was low agreement on this characteristic for both the access:
and CSWE ratings, so extreme caution should be exercised in interpreting this perceived difference.) There was also a salient difference between CSWE and ASLPR on both of these dimensions, with raters showing high levels of agreement on the (low) degree of specialisation of ASLPR tasks and items. This may reflect an emphasis in the ASLPR on using texts which are familiar to candidates. The ASLPR 2 Reading descriptors, for example, refer to a reader who is able to:

... read for pleasure simply structured prose and literary and other texts which do not assume significant cultural knowledge, ability to handle complex discourse structure, or a specialist register.

Ingram (1990:50) proposes that sensitivity to specialist register becomes a key parameter only from ASLPR 3. The low degree of specialisation ratings here for ASLPR as compared to the CSWE passages therefore suggests that the latter may be more demanding than those used with the ASLPR.

Another difference between the assessments was seen along the dimension of amount of new information in text. Here the access: tasks were considered to contain more new information for the candidate in relation to both ASLPR and CSWE. They were also rated as containing more formal language than either of the other two procedures, as well as a greater amount of figurative language.

Ratings also showed a salient difference between access: and ASLPR in terms of the relative grammatical complexity of the items, with the former being seen as more complex.

Item-based analysis
At the item level, there was a salient difference between access: and ASLPR as well as between access: and CSWE in terms of appropriacy of language in item, with access: receiving higher ratings. This may indicate some concerns about whether the language of the access: items was pitched at the appropriate level for the candidature. As with the passage-based analysis, the access: test was also seen to tap less frequent vocabulary and more specialised language than either the ASLPR or CSWE tasks. There were also salient differences between access: and ASLPR in terms of grammatical complexity and formality of language of item where once again the language of access: was seen as more formal and complex. Salient differences between CSWE and ASLPR were also seen in the higher ratings given to CSWE on frequency of vocabulary and degree of specialisation of language in item. ASLPR received the highest rating on range of acceptable responses, indicating that it is the most ‘open-ended’ format of the three.

Nature of the input
In terms of the nature of the input, the main function of all of the reading passages was seen to be the provision of information. Description was also identified as a function of one passage in each of the three assessments, while narration figured in two of the three ASLPR passages. access: was the only assessment seen to contain a persuasive text. However, it should be recalled here that the selection of CSWE passages used in the study did not represent the full range of genres which learners would encounter: these would normally include a narrative text, a procedural text and a persuasive text.

Target audience
In terms of target readers, the general public were seen to be the main readership for the access: and CSWE passages. However, the three ASLPR passages were seen to be aimed at different audiences — the first for second language learners, the second for a specialist group (in this case, job-seekers since the text involved was a request to attend an employment interview) and the third for the general public.

Topics
It is difficult to reach any clear conclusions regarding similarities or differences between the assessments in terms of the topics sampled because of the overlap between topic areas. This meant that a number of the passages were assigned to more than one topic. However, it is perhaps worth noting that a preponderance of the access: tasks and half the CSWE tasks were seen to be concerned with health and body care. Science and scholarship are topics covered by access: but not by either of the other tests. Most of the topics covered in the ASLPR tasks appear to relate to daily life. This is not unexpected, given the focus of the ASLPR on everyday proficiency.

Response modes
Response modes differ across the assessments. As a standardised test administered under examination conditions, access: contains detailed rubrics for each task including the type and length of response required. ASLPR and CSWE which are administered under much more informal conditions, do not contain detailed instructions to candidates as part of the assessment task. The CSWE
has a standard rubric: ‘read the text and answer the questions’ and the class teacher explains how to do the task, while the ASLPR reading assessment relies on verbal instructions given by the interviewer.

**Item types**
Another difference between the assessments was in the diversity of item types used. Whereas **access:** and ASLPR use a single item format — the short answer question (in oral mode in the case of the ASLPR) **access:** contains a variety of item types — short answers, true/false/not given, multiple-choice, and matching.

**Skills tested**
The analysis of the skills ratings suggests there is a relatively heavy clustering of ratings in skills 6 (retrieving specific information) and 7 (locating and selecting relevant information) on almost all of the tasks in each assessment. With the exception of skills 10 and 11, deducing meaning from context and making inferences from information, which appear consistently in the ratings for the **access:** tasks, and identifying topic of text and skimming for overall gist in the ASLPR ratings, the pattern of ratings suggests that raters considered few of the other skills to be engaged in the assessment tasks.

Overall, the ratings suggest that the reading passages used with ASLPR and CSWE sample a more restricted range of skills than those used in the **access:** test. Only the **access:** test was deemed to be assessing ‘higher order’ skills such as deducing meaning from context and making inferences from information to any significant degree.

**Summary**
This chapter set out to examine similarities and differences in the content of the reading tasks which are used in the assessment procedures under investigation. This involved the subjective rating of the characteristics of all reading passages and items by a group of five expert judges using a rating instrument requiring multiple ratings of test content characteristics. Although it was originally intended to use the Bachman et al (1995b) scheme which had been used in previous comparative studies of test content, this rating instrument did not prove to be usable by the raters. This necessitated the adoption of a modified version of an unpiloted content rating scheme developed by the Association of Language Testers in Europe (ALTE). This scheme employs rating categories which are partially based on the Bachman et al scheme, but was found by raters to be more transparent and relevant to the population at hand.

Despite the training of raters in the interpretation and application of the rating instrument, there was quite low inter-judge agreement on a number of the content characteristics. Differences between test content characteristics which could not be consistently rated should consequently be interpreted with caution.

The results of the content rating exercise revealed a number of salient differences between the assessments. On the task ratings, the **access:** test received higher ratings than the ASLPR on dimensions related to the degree of specialisation of language in text, degree of specialisation of topic, amount of new information in text, formality of language of text and amount of figurative language. Salient differences were also found between **access:** and CSWE on frequency of vocabulary, amount of new information in text, formality of language of text and amount of figurative language, and between CSWE and ASLPR on the two specialisation criteria, with ASLPR receiving the lower rating. At the item level, differences were found between the three assessments in terms of frequency of vocabulary and degree of specialisation of language in text. Here there were salient differences between **access:** and CSWE and between CSWE and ASLPR. ASLPR was judged as permitting the most open-ended responses. The **access:** test was perceived by raters to be tapping a wider range of skills than the other two assessments.

The ratings identify **access:** as the most demanding assessment of the three. This finding is not particularly surprising, given that **access:** is a standardised test designed to assess levels of ability ranging from lower intermediate up to quite advanced. What is perhaps of more interest in the context of the AMEP curriculum are the differences between ASLPR and CSWE. In addition to differences in text length, the language used in CSWE tasks and the topics of the texts were seen to be more specialised, the grammar more complex, the amount of figurative language greater, the vocabulary less frequent and the language of the items more formal. Considered in combination, these results suggest that the ASLPR assessment tasks are considered to be somewhat less demanding than those used with the CSWE III assessments and that it would therefore be easier for a learner to gain a rating of ASLPR 2 than to succeed on a CSWE Certificate III task. However, in order to seek further evidence for this hypothesis, it would be necessary to compare scores of the same group of
learners on both assessments, an original intention of this study which was not possible owing to an incomplete set of data on CSWE competency attainment.

**Conclusion**

This study revealed a number of key differences between the three assessment procedures under investigation. In the process, however, it raised a number of serious methodological questions concerning the viability of test content comparisons which use ratings of expert judges. In the first place, such comparisons are based on the assumption that native speaker judges are able to rate the test characteristics from the point of view of the test taker. When a judgment concerning the difficulty, complexity or familiarity of a task or item is called for, native speakers are required to estimate the difficulty for the population of test takers for whom the test was designed. (The rating instrument used in the CTCS, for example, asks judges to rate rubrics for ‘prepared’ and ‘unprepared’ test takers [Bachman et al 1995:197] and to rate the propositional content of passages and items ‘in relation to the specific group of test takers for whom the test is intended’ [Clapham 1996:283].) Such an assumption is difficult to sustain, however, since native and non-native speakers will not necessarily perceive the test items or approach the test tasks in the same way (cf Alderson 1995:122). A related problem affecting the reliability of the rating instruments used is the highly individual nature of test-taking processes. Judgments of aspects of test content, such as the perceived clarity of an item or of the extent to which it taps background knowledge, are extremely subjective and may vary across test-takers, whether they be native or non-native speakers, thus making it difficult to achieve consensus among raters. A further problem affecting rater consistency relates to the feasibility of asking judges to match specific language skills to particular items. Here a number of research studies have found that judges are unable to assign specific language subskills to items with any degree of consistency (Alderson and Lukmani 1989; Buck 1991). Moreover, some researchers have argued that in the case of reading and listening test items, which involve interactive and parallel processing, it may not be possible to match particular skills to particular items since any given item may be tapping several skills simultaneously (Alderson 1990a; 1990b; Brindley 1997).

The difficulties experienced by raters in arriving at common interpretation of the content characteristics may have been partially due to the raters’ lack of experience in using the scheme at hand. On the other hand, it is interesting to note that the results of other test content analyses have identified similar difficulties. In her study of the topic specificity of reading passages used in IELTS, an international test of English for Academic Purposes (EAP), Clapham (1996), for example, found quite high levels of consensus on some facets, such as ‘Grammar’ and ‘Cohesion’ but low agreement on others such as ‘Cultural References’, ‘Contextualisation–Cultural Content’ and ‘Contextualisation–Topic Specificity’. She reports (1996:150) that:

> None of the three raters were confident about their assessments. They felt that although some facets were unambiguous and straightforward to answer ... they were still worried by others. They all said that they would not expect to give the same ratings another time as they felt their internal rules for assessing the facets kept changing.

Clapham (op cit p 153) attributes this uncertainty to inadequate explanation of some of the facets and a lack of definitional clarity. In a similar vein, Bachman et al (1996:135), commenting on the modest levels of percentage agreement (in the order of 64%) between raters on the CLA components in the CTCS, refer to ‘ambiguities in definitions of the characteristics and how these are understood by raters’.

This is not to suggest, however, that achieving consensus between raters is an impossibility. Bachman et al (1995b, 1996), using the variance components from a generalisability study as an index of judge consistency, found very low variance components for judges, indicating ‘virtually perfect agreement among raters’ on the TMF ratings (p 104). Lumley (1993) also reports substantial agreement among judges on the subskills tested by particular items in an EAP reading test and on item difficulty. Other studies involving expert ratings have also reported acceptable levels of agreement following training (Weir et al 1990; Anderson et al 1991). These findings suggest that expert judges may be able to rate aspects of test content consistently provided adequate opportunities to use and discuss the rating instruments are provided.

Despite the problems experienced in this and other studies, test content analysis nevertheless remains one of the few ways in which it is possible to systematically describe and compare the characteristics of different tests. However, many of the problems identified in this study — particularly those surrounding the definition of content characteristics and the highly subjective nature of test-taking processes — are far from being resolved. As researchers who have carried out detailed comparative studies of test content acknowledge, further refinement and clarification of the rating instruments used for test content analysis...
need to be undertaken (Bachman et al 1996:135; Clapham 1996:162). At the same time, in order to complement data gathered from native speaker judges, a good deal of research will be required into the perceptions of test content of subjects who represent the actual target population, using both introspective and retrospective methods (eg Buck 1990; Alderson 1990b). Such research will constitute a vital and necessary part of the ongoing validation of any instruments used for analysis of test content.
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Issues in the development of oral tasks for competency-based assessments of second language performance

Gillian Wigglesworth

Introduction

In recent years, there has been a growing interest among second language acquisition researchers and language testers in the cognitive and contextual factors which affect second language task performance. A major focus of investigation has been the influence of different task types on both the quality and quantity of linguistic output (see, for example, Robinson 1996, forthcoming; Wigglesworth 1997; Skehan 1998b). One of the findings which has consistently emerged from this line of research is that language performance may vary along a number of dimensions according to the type of elicitation task which is used and the conditions under which it is implemented (Douglas 1994; Fulcher 1996; Tarone 1998).

These findings are of considerable importance in the context of language assessment, since they suggest that variations in task characteristics and task conditions can make a task easier or more difficult for language learners. This potential variability in task difficulty is of particular concern in assessment and reporting systems which use different assessments devised by individual teachers as a basis for reporting learners’ achievement against predetermined standards or benchmarks. If learners are given tasks of unequal difficulty and their performances are then mapped on to the same standards, it could be argued that learners who undertake the more difficult tasks are disadvantaged. It thus becomes important to identify the key factors that contribute to task difficulty so that these can be taken into account, and, as far as possible, controlled, in assessment task design.
This chapter reports on the outcomes of a research project which set out to investigate the manner in which variations in task conditions and task characteristics influence the assessment of spoken language competencies in the context of the Certificates in Spoken and Written English (CSWE) in Australia (see Brindley, Chapter 1, this volume). One of the main aims of the project was to provide a research base for the implementation of the CSWE by providing empirically-developed guidelines which could assist teachers to design competency-based assessments. At the same time, it was hoped that the findings would be applicable to teaching practice by providing information on the kinds of tasks that could be used not only for assessment purposes but also for classroom teaching.

The effects of task-related variables on oral language production

Researchers have investigated a range of variables which may affect second language speaking performance. These include the planning time available to the speaker, the cognitive load imposed by the task and whether the interlocutor is a native speaker (henceforth NS) or non-native speaker (henceforth NNS). A number of factors may influence cognitive load. For example, chronological sequencing reduces cognitive demand, whereas multiple actions and actors increase it (Candlin 1987). Such features have provided a starting point for the operationalisation of cognitive difficulty. Empirical investigation has suggested that cognitive load, or difficulty, does influence performance, although not always adversely. In this regard, Robinson et al (1995) found that a more cognitively demanding task in fact produced higher accuracy rates in the use of articles and higher levels of lexical density. Similarly, Wigglesworth (1997) found that more accurate language was produced by high intermediate level students under test conditions where the task was more cognitively demanding and was identified by statistical analysis as more difficult.

Investigation of the differences between NS and NNS interlocutors has shown that negotiation is more likely in NNS/NNS interaction than in NS/NNS interaction (Varonis and Gass 1985). Plough and Gass (1993) suggest that the less a shared background exists between conversational partners (linguistically and culturally) the greater the frequency and complexity of negotiation routines. Plough and Gass (1993) also investigated the effect of interlocutor familiarity. They analysed the discourse using a number of measures related to the cooperative nature of the discourse, and found that while interlocutor familiarity had little effect on the use of back channel cues, it affected sentence completions, interruptions and overlaps. Interviewer familiarity also affected the way comprehensibility and misunderstanding was dealt with, with a higher incidence of comprehension checks and clarification requests occurring in the familiar dyads. Where the interlocutors were unfamiliar, echoic repetitions of the interlocutor speech appeared to be used to avoid potential misunderstandings. Where there was a lack of familiarity it resulted in greater numbers of interruptions showing greater involvement and commitment, but where tasks were familiar, there was greater negotiation in the form of confirmation checks and clarification requests. Overall, however, the interlocutor variable had a greater influence on the language output than did task familiarity.

Planning time has been the focus of a number of studies. In these studies, measures of accuracy, fluency and complexity have been used to analyse the discourse. Ellis (1987) found greater accuracy in the use of the past tense where planning time was provided. This result was in contrast to a study by Crookes (1989) who found no effect for accuracy with planning time. Wigglesworth (1997), however, found a variable effect, with planning time appearing to influence accuracy only for high proficiency candidates on more cognitively demanding tasks. Foster (1996) found a trend toward increasingly accurate language where planning time was available, but the differences were not significant. These somewhat variable results have been reflected in a series of studies in which both the type (detailed versus non-detailed) and amount (length of time in minutes) of planning time were examined with three different task types (Foster and Skehan 1996; Skehan 1996; Skehan and Foster 1997). The analyses undertaken in this series of studies suggested that time and task type influence different aspects of language. For example, a narrative task elicited more complex language at the expense of accuracy, while a personal exchange task elicited more accurate language (based on error-free clauses) but not more complex language. This trade-off effect between accuracy and complexity may result from differences in the perceived goals of the task (Skehan 1996). Skehan argues that the provision of structure and planning time are resources the second language learner may draw on to reduce the processing load on a limited capacity processor.

While these studies have all employed detailed analyses of the discourse output, comparisons across different studies must be conservative. Generally, there has been little systematicity in the analytical approaches adopted, and the critical
constructs (usually accuracy, fluency and complexity) have been operationalised differently by researchers. It is therefore difficult to summarise and draw conclusions, although we may tentatively conclude that there is a complex interaction between task type, cognitive load and planning time. However, in order to make significant comparisons across different studies, a well-defined unit for the analysis of language data is needed (Foster et al 1998).

The research findings outlined above are of clear relevance to assessment situations. Assessment tasks aim to elicit an adequate sample of language in order to make an appropriate assessment of the testee’s ability. However, if the characteristics of the tasks and the conditions under which they are administered influence the nature of the response, this may result in samples of language which are variable in terms of the key features which serve as assessment criteria, such as grammatical accuracy, syntactic complexity and fluency. In the assessment situation, the extent and the degree of influence of such variables on task output therefore need to be clearly identified so as to ensure that the tasks present a comparable level of challenge.

In language assessment, the test developer’s goal is to minimise as far as possible all sources of measurement error which are external to the learner’s language performance. This is done in order to ensure that the score the learner obtains is, to the greatest extent possible, a true reflection of his or her ability to use the language for the purposes required by the assessment and not a product of influences unrelated to the ability being assessed, that is, what Messick (1989) calls ‘construct-irrelevant variance’.

There are many sources of error which are external to the learner. For example, in an oral interview, the interviewer may vary in the manner in which the interview is conducted and this may affect the learner’s ability to demonstrate his or her range of linguistic knowledge. The nature of the task may also impact upon the final score obtained by the learner in that it may be a more or less difficult task. The person who is rating the performance (who may or may not be the interviewer) will also influence the score since one rater may be more or less lenient than another. In addition to these factors, there are a variety of affective variables and personal attributes which may influence the learner’s performance (Bachman 1990).

Task-based assessment offers a way of ascertaining how well the language learner can use the language for communicative purposes. We noted that a wide range of factors may contribute to variability in language task performance. A learner’s score, or rating is thus a complex product of multiple influences. This study focuses on the issues related to the tasks. Tasks may vary in terms of either the characteristics inherent in the task (features internal to the task such as the amount of structure provided, cognitive load or familiarity of the content) and the conditions under which they are administered (such as the availability of planning time, or whether the interviewer is a NS). Variations in task characteristics or the conditions under which they are administered may systematically influence the language output of the test candidate (Skehan 1998a). This issue was the focus of the investigation.

**Methods**

In this project, the findings from previous studies of the effect of task variables on language output were drawn upon and used to identify a series of key variables related to task characteristics and task conditions. These variables were then systematically manipulated and empirically examined in order to determine their effect on the performances of the learners on a range of different tasks.

All tasks were competency-based classroom assessment tasks routinely used and administered by teachers in order to evaluate student achievement of spoken language competencies in the CSWE. The tasks were developed from a range of tasks sent in by teachers from three Australian states. Five commonly taught competencies were identified at two different CSWE levels. At Certificate II (post-beginner level) competencies 5, 6 and 7 were selected while assessment at Certificate III (intermediate level) focused on competencies 5 and 6, as listed below. Brief descriptions of the assessment tasks are provided in Appendix 4.

**CSWE Level II**

Competency 5: Giving instructions
Competency 6: Negotiating an oral transaction to obtain information
Competency 7: Negotiating an oral transaction for goods and services

**CSWE Level III**

Competency 5: Obtaining information through a telephone enquiry
Competency 6: Negotiating a complex/problematic spoken exchange
Two or three tasks were developed to assess each competency. The tasks were required to conform to certain criteria as follows:

- contextual material that needed to be pre-taught was kept to a minimum
- the context of the tasks was universally familiar to learners
- the tasks needed to be limited as far as possible to the skill that was being assessed
- the tasks needed to be relevant to learner needs.

Once the tasks had been developed, one task for each competency was selected as a control task which was undertaken by all of the learners. This task was not manipulated in any way. The remaining tasks (the manipulated tasks) were manipulated using specifically identified variables in either an independent two-way or four-way design.

**Identification of variables**

Based on an analysis of the research literature on factors affecting second language task performance, two task characteristics and two task conditions were identified as variables for manipulation. The task characteristics were:

1. **structure**: the task was developed either with or without structure. This was operationalised in terms of the amount of information provided to the learners to assist them in doing the task. Specifically, where structure was present, the learners were provided with five specific prompts to direct them in their interaction with the interlocutor. Where structure was not provided, one general statement was provided to guide the learners in the task.

2. **familiarity**: this was operationalised according to whether the task activity was an activity with which the learners would reasonably be expected to be familiar. However, this variable proved problematic in two important respects. First, it was not *a priori* possible to determine whether the various situations were or were not familiar to the learners. Second, although for the three other variables the tasks were identical, this was not possible with the familiarity variable since in these tasks it was the situation which changed, and it was not possible to determine definitively whether the tasks were exactly equivalent in difficulty prior to the collection of data.

The task conditions were:

1. **NS versus NNS interlocutor**: this was operationalised according to whether the interlocutor involved in the exchange was a NS of English or a NNS.
2. **planning time**: planning time was operationalised as either five minutes planning or no planning time. Planning was always manipulated in conjunction with one of the task characteristics.

These variables were assigned to the tasks as shown in Figure 3.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
<th>Task 4</th>
<th>Task 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certificate II</td>
<td>No variation</td>
<td>+ planning</td>
<td>- planning</td>
<td>+ planning</td>
</tr>
<tr>
<td>Comp 5</td>
<td>+ familiar</td>
<td>+ familiar</td>
<td>- familiar</td>
<td>- familiar</td>
</tr>
<tr>
<td>Certificate II</td>
<td>No variation</td>
<td>+ structure</td>
<td>- structure</td>
<td>+ familiar</td>
</tr>
<tr>
<td>Comp 6</td>
<td>+ structure</td>
<td>- structure</td>
<td>+ familiar</td>
<td>- familiar</td>
</tr>
<tr>
<td>Certificate II</td>
<td>No variation</td>
<td>+ structure</td>
<td>- structure</td>
<td>NS</td>
</tr>
<tr>
<td>Comp 7</td>
<td>+ structure</td>
<td>- structure</td>
<td>interlocutor</td>
<td>interlocutor</td>
</tr>
<tr>
<td>Certificate III</td>
<td>No variation</td>
<td>- planning</td>
<td>+ planning</td>
<td>- planning</td>
</tr>
<tr>
<td>Comp 5</td>
<td>+ structure</td>
<td>+ structure</td>
<td>- structure</td>
<td>- structure</td>
</tr>
<tr>
<td>Certificate III</td>
<td>No variation</td>
<td>NS</td>
<td>NNS</td>
<td></td>
</tr>
<tr>
<td>Comp 6</td>
<td>interlocutor</td>
<td>interlocutor</td>
<td>+ structure</td>
<td>- structure</td>
</tr>
</tbody>
</table>

**Figure 3: Allocation of variables by task and task type**

**The learners**

There were 80 learners at each level drawn from different ESL centres in the three states participating in the project. Learners were representative of AMEP clients, coming from a range of language background, representing a range of ages and both genders. Tasks were administered by two or three trained and experienced teachers in each state. As shown in Table 13, all learners were administered Task 1 for each competency. In addition, each learner was randomly assigned one of the manipulated tasks for each competency. This meant that each manipulated task was undertaken by approximately 20 learners, although numbers were sometimes smaller due to occasional errors in task administration.
Second, the data were subjected to a Rasch analysis, using the statistical model-
ling program, FACETS (Linacre 1990). This program produces an estimate of
candidate ability based on all the available information — that is, the different
‘facets’ of the assessment situation — which may be considered to impact most
seriously upon the assessment environment. In this case, the information
included in the analysis consisted of four facets: the candidate, the task, the
rater and the rating criteria. The program uses all of this information to model
an estimated ability value expressed in a unit called a logit for each of the can-
didates. In addition to the ability estimates, the analysis provides a logit value
for each of the facets identified — the difficulty of the task, the relative leniency
or harshness of the rater, and the relative difficulty of the criteria. Thus it is
possible to compare the relative difficulty of these facets and, in this case, the
difficulty of the tasks.

Although such analyses are not usually performed with the relatively small num-
bers used here, there are precedents for its use as a research tool with small N
sizes (see, for example, Lumley et al 1994). However, as the number of candi-
dates who undertook each of the manipulated tasks was small (approximately
20 in each group), the additional measures of task difficulty were considered
essential. The third measure of task difficulty came from the learner evalua-
tions of the difficulty of the tasks they had undertaken. This was calculated by
determining the proportion of the learners who graded each task they had
taken on a five-point Likert scale.

Results
The first analyses of the oral data investigated whether there were any signifi-
cant differences in the performances of learners from the different centres by
analysing the scores they achieved on Task 1 which was common to all learn-
ers. There were no significant differences for learners participating at either
CSWE level, and although significant differences across the tasks were identi-
fied, no interaction effect was present in the way particular centres interacted
with particular tasks.

The discussion below focuses on the manipulated tasks (Tasks 2–5) within
each competency. The Certificate II tasks are discussed first.

Certificate II

Competency 5: Giving instructions
This oral interaction task involved a four-way manipulation with planning time
and familiarity. For Tasks 2 and 3, the learner was required to give instructions about how to use a bank automatic teller machine. For Tasks 4 and 5, the learner was required to explain to a 12-year-old child how to change a light globe. The manipulated variables for each task and the mean scores for the raw score analysis and Rasch analyses are presented in Table 14a.

Table 14a: Certificate II, Competency 5, raw scores and Rasch estimates

<table>
<thead>
<tr>
<th>Tasks:</th>
<th>ATM machine instructions (familiar)</th>
<th>Changing light globe (unfamiliar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Raw scores</td>
<td>Rasch estimates</td>
</tr>
<tr>
<td>Task 2 (+ planning/+ familiar)</td>
<td>14.17</td>
<td>11.9</td>
</tr>
<tr>
<td>Task 3 (- planning/+ familiar)</td>
<td>11.87</td>
<td>8.6</td>
</tr>
<tr>
<td>Task 4 (+ planning/- familiar)</td>
<td>14.40</td>
<td>12.5</td>
</tr>
<tr>
<td>Task 5 (- planning/- familiar)</td>
<td>14.39</td>
<td>14.5</td>
</tr>
</tbody>
</table>

Where the raw scores are concerned, the higher the score, the easier the task is likely to be. Therefore, in order to ensure that the polarity of the two analyses was in the same direction, the average raw scores for each task were subtracted from 28, the total possible score (4 criteria x 7 rating points). Table 14a gives the total scores for all four criteria averaged over the sample size. Task 3 (the more familiar task — operating the ATM — without planning time) appears to be the easiest task, although this difference is not significant ($F(3,147) = 2.077$, $p = .106$). For the Rasch analysis, once again, it appears Task 3 is the easiest of the tasks, supporting the view that the unfamiliar task is the most difficult. In this analysis, planning time appears to provide a small advantage where the task is unfamiliar, but a disadvantage when the task is familiar. This latter finding is in line with previous results discussed in the literature and is discussed further below.

Table 14b: Certificate II, Competency 5, student evaluations (%)

<table>
<thead>
<tr>
<th></th>
<th>Easy</th>
<th>Average</th>
<th>Difficult</th>
<th>Total N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Task 2</td>
<td>11</td>
<td>61.1</td>
<td>6</td>
<td>33.3</td>
</tr>
<tr>
<td>Task 3</td>
<td>7</td>
<td>36.8</td>
<td>9</td>
<td>47.4</td>
</tr>
<tr>
<td>Task 4</td>
<td>6</td>
<td>30.0</td>
<td>10</td>
<td>50.0</td>
</tr>
<tr>
<td>Task 5</td>
<td>9</td>
<td>45.0</td>
<td>9</td>
<td>45.0</td>
</tr>
</tbody>
</table>

The learner evaluations (Table 14b) suggest that Task 2 (familiar with planning) was seen as the easiest of the four tasks. The three remaining tasks appear to be assessed as having similar difficulty levels by the learners. It is important to bear in mind, however, that this is a somewhat rough measure as the learners have only completed the control task and one of the manipulated tasks, not the full range of tasks.

Competency 6: Negotiating an oral transaction to obtain information

Two different variables were investigated for this competency. In Tasks 2 and 3 structure was manipulated, with planning time included in both. For Tasks 4 and 5, familiarity was manipulated (here operationalised as the learner being required to either obtain information about a language school for themselves [more familiar] or about a secondary school for their child [less familiar]).

In all four of these tasks, the specified interlocutor was a NS. Unfortunately, an administrative error meant that the majority of candidates attempted Task 5 (less familiar) with a NNS interlocutor. For this reason, it was decided to remove the scores for the few learners who had had a NS interlocutor so that the NS/NNS interlocutor was not confounded within Task 5. However, this meant that the NS/NNS variable was confounded across Tasks 4 and 5, since candidates doing Task 4 (more familiar) interacted with a NS, whereas candidates doing Task 5 (less familiar) interacted with a NNS. This position was adopted to ensure that the variables were clear in the analysis.

Table 15a: Certificate II, Competency 6, raw scores and Rasch estimates

<table>
<thead>
<tr>
<th>Tasks: Information re art exhibition (+/- structure)</th>
<th>Information re English classes (familiar)</th>
<th>Information re secondary school (unfamiliar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Raw scores</td>
<td>Rasch estimate</td>
</tr>
<tr>
<td>Task 2 (+ structure)</td>
<td>14.75</td>
<td>10.5</td>
</tr>
<tr>
<td>Task 3 (- structure)</td>
<td>13.73</td>
<td>16.3</td>
</tr>
<tr>
<td>Task 4 (+ familiar)</td>
<td>13.67</td>
<td>6.9</td>
</tr>
<tr>
<td>Task 5 (- familiar)</td>
<td>10.67</td>
<td>5.6</td>
</tr>
</tbody>
</table>
Examination of the Rasch logit estimates shows there is a clear difference between the structured (Task 2) and unstructured (Task 3) with the unstructured task being the more difficult. While the differences in this analysis are small for the other two tasks (Tasks 4 and 5), Task 5 (less familiar) again appears marginally easier.

The learner evaluations (Table 15b) support this view with Task 3 (unstructured) being designated as the most difficult and Task 4 (more familiar) being slightly more difficult than the less familiar task.

Table 15b: Certificate II, Competency 6, student evaluations (%)

<table>
<thead>
<tr>
<th>Task</th>
<th>Easy N</th>
<th>Easy %</th>
<th>Average N</th>
<th>Average %</th>
<th>Difficult N</th>
<th>Difficult %</th>
<th>Total N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 2</td>
<td>6</td>
<td>30.0</td>
<td>11</td>
<td>55.0</td>
<td>3</td>
<td>15.0</td>
<td>20</td>
</tr>
<tr>
<td>Task 3</td>
<td>5</td>
<td>26.3</td>
<td>9</td>
<td>47.4</td>
<td>5</td>
<td>26.3</td>
<td>19</td>
</tr>
<tr>
<td>Task 4</td>
<td>12</td>
<td>60.0</td>
<td>6</td>
<td>30.0</td>
<td>2</td>
<td>10.0</td>
<td>20</td>
</tr>
<tr>
<td>Task 5</td>
<td>9</td>
<td>56.2</td>
<td>6</td>
<td>37.5</td>
<td>1</td>
<td>6.2</td>
<td>16</td>
</tr>
</tbody>
</table>

Competency 7: Negotiating an oral transaction for goods and services

In this competency, structure was manipulated in Tasks 2 and 3 and interlocutor (NS versus NNS) in Tasks 4 and 5. The NNS interlocutor in Task 5 was a NNS at a similar level of proficiency to the learner taking the task. With the structured/unstructured tasks (Tasks 2 and 3), an administrative error meant that a few candidates on these tasks interacted with NNS interlocutors rather than NS interlocutors. Consequently, these learner scores were removed from the analysis of these tasks. The raw scores suggest minimal differences here, although the unstructured task appears to be the easier of the two. Where the interlocutor variable was present (Tasks 4 and 5) the NNS appears to make the task easier.

The Rasch estimates also indicate little difference between the structured and the unstructured tasks, and agree with the raw score tallies indicating that the NNS interlocutor makes the task an easier one. However, these effects are small.

Table 16a: Certificate II, Competency 7, raw scores and Rasch estimates

<table>
<thead>
<tr>
<th>Task</th>
<th>Variables</th>
<th>Raw scores</th>
<th>Rasch estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 2:</td>
<td>+ structure</td>
<td>13.56</td>
<td>8.5</td>
</tr>
<tr>
<td>Task 3:</td>
<td>- structure</td>
<td>12.82</td>
<td>8.7</td>
</tr>
<tr>
<td>Task 4:</td>
<td>native speaker</td>
<td>13.90</td>
<td>10.2</td>
</tr>
<tr>
<td>Task 5:</td>
<td>non-native speaker</td>
<td>12.70</td>
<td>6.8</td>
</tr>
</tbody>
</table>

The learner evaluations support the view that the presence of a NS interlocutor makes the task more difficult. However, given the small differences in the values, we need to treat this finding with some caution. The smaller numbers for Tasks 2 and 3 reflect the exclusion of learners who interacted with a NNS as discussed above.

Table 16b: Certificate II, Competency 7, student evaluations (%)

<table>
<thead>
<tr>
<th>Task</th>
<th>Easy N</th>
<th>Easy %</th>
<th>Average N</th>
<th>Average %</th>
<th>Difficult N</th>
<th>Difficult %</th>
<th>Total N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 2</td>
<td>13</td>
<td>76.5</td>
<td>4</td>
<td>23.5</td>
<td>0</td>
<td>0.0</td>
<td>17</td>
</tr>
<tr>
<td>Task 3</td>
<td>8</td>
<td>53.3</td>
<td>6</td>
<td>40.0</td>
<td>1</td>
<td>6.7</td>
<td>15</td>
</tr>
<tr>
<td>Task 4</td>
<td>12</td>
<td>57.1</td>
<td>6</td>
<td>28.6</td>
<td>3</td>
<td>14.3</td>
<td>21</td>
</tr>
<tr>
<td>Task 5</td>
<td>10</td>
<td>50.0</td>
<td>9</td>
<td>45.0</td>
<td>1</td>
<td>5.0</td>
<td>20</td>
</tr>
</tbody>
</table>

Certificate III

Competency 5: Obtaining information through a telephone enquiry

For this task type, the same task was manipulated with structure and planning time. The results are shown in Table 17a and 17b.

Table 17a: Certificate III, Competency 5, raw scores and Rasch estimates

<table>
<thead>
<tr>
<th>Task</th>
<th>Variables</th>
<th>Raw scores</th>
<th>Rasch estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 2:</td>
<td>- planning/+ structure</td>
<td>9.63</td>
<td>6.8</td>
</tr>
<tr>
<td>Task 3:</td>
<td>+ planning/- structure</td>
<td>10.37</td>
<td>10.6</td>
</tr>
<tr>
<td>Task 4:</td>
<td>- planning/- structure</td>
<td>10.76</td>
<td>12.3</td>
</tr>
<tr>
<td>Task 5:</td>
<td>+ planning/- structure</td>
<td>11.43</td>
<td>12.5</td>
</tr>
</tbody>
</table>
Table 17a suggests that task difficulty increases across the tasks. While the differences in the raw scores across tasks are not significant for the summed raw scores, the general pattern suggests that the presence of structure advantages learners, while the presence of planning time disadvantages them. This same general pattern is exhibited for the Rasch analysis and for the learner evaluations (Table 17b). Task 5 was clearly the most difficult from the students’ point of view.

### Table 17b: Certificate III, Competency 5, student evaluations (%)

<table>
<thead>
<tr>
<th>Easy</th>
<th>Average</th>
<th>Difficult</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>%</td>
<td>N</td>
</tr>
<tr>
<td>Task 2</td>
<td>2</td>
<td>10.0</td>
</tr>
<tr>
<td>Task 3</td>
<td>8</td>
<td>40.0</td>
</tr>
<tr>
<td>Task 4</td>
<td>5</td>
<td>26.3</td>
</tr>
<tr>
<td>Task 5</td>
<td>6</td>
<td>28.6</td>
</tr>
</tbody>
</table>

From the evidence above, for this series of tasks we may rather tentatively propose that the unstructured tasks are the most difficult and that the presence of planning time appears to increase the difficulty.

**Competency 6: Negotiating a complex/problematic spoken exchange**

The final series of tasks was again subdivided into two groups of two. Tasks 2 and 3 were identical except that the interlocutor in Task 2 was a NS and in Task 3 was a NNS. In Tasks 4 and 5, structure was manipulated. Planning time was present in both cases.

### Table 18a: Certificate III, Competency 6, raw scores and Rasch estimates

<table>
<thead>
<tr>
<th>Tasks:</th>
<th>Negotiating annual leave (NNS versus NS interlocutor)</th>
<th>Negotiating complaint (+/- structure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Raw scores</td>
<td>Rasch estimates</td>
</tr>
<tr>
<td>Task 2: native speaker</td>
<td>10.60</td>
<td>14.3</td>
</tr>
<tr>
<td>Task 3: non-native speaker</td>
<td>9.60</td>
<td>8.0</td>
</tr>
<tr>
<td>Task 4: + structure</td>
<td>9.60</td>
<td>8.6</td>
</tr>
<tr>
<td>Task 5: - structure</td>
<td>10.80</td>
<td>8.8</td>
</tr>
</tbody>
</table>

While the differences in the raw scores were not significant, the NNS interlocutor apparently made the task the easier of the Tasks 2 and 3. For Tasks 4 and 5, there was again a small difference in the raw scores, with the unstructured task being the more difficult. The Rasch difficulty estimates also suggest that interaction with a NS task (Task 2) is more difficult than with a NNS (Task 3). This is supported by the learner evaluations (Table 18b). More learners found Task 2 more difficult than they did Task 3. The Rasch analysis reveals no difference for Tasks 4 and 5.

### Table 18b: Certificate III, Competency 6, student evaluations (%)

<table>
<thead>
<tr>
<th>Easy</th>
<th>Average</th>
<th>Difficult</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>%</td>
<td>N</td>
</tr>
<tr>
<td>Task 2</td>
<td>9</td>
<td>42.9</td>
</tr>
<tr>
<td>Task 3</td>
<td>8</td>
<td>40.0</td>
</tr>
<tr>
<td>Task 4</td>
<td>3</td>
<td>15.0</td>
</tr>
<tr>
<td>Task 5</td>
<td>6</td>
<td>31.6</td>
</tr>
</tbody>
</table>

Compared to the student evaluations of the other task types, the learner evaluations here suggest that all but Task 3 are perceived as relatively difficult. This suggests that it is task type (negotiating a complex/problematic exchange) that is difficult, with the NNS interlocutor reducing the difficulty.

These results are not conclusive in a statistical sense, however. This, no doubt, results partly from the fact that the numbers of learners taking the different variations of the tasks were small. However, we may draw some tentative conclusions based on the fact that the differences are in most cases consistently in the same direction on all three types of analyses and across the different tasks.

**The effects of task type: Summary**

In summary, for each of the task characteristics the findings of the quantitative analysis were as follows:

1. **Structure**: the weight of the evidence points toward structure making the task easier in three of the task types (task type 2; task type 4; task type 5). The most robust of these is task type 4. The exception is task type 3, where the raw scores suggest the unstructured task is slightly easier.

2. **Familiarity**: the results for this variable were problematic. In Certificate II,
Students from particular language and cultural backgrounds may find these kinds of encounters more problematic than other groups, and are potentially penalised in these kinds of assessments if these points have not been addressed in class. While further analysis and discussion of these issues was not within the scope of this study, they should prove a fruitful area for future empirical investigation.

The role of the interlocutor is also an important one. The use of NNS versus NS interlocutors is discussed in some detail below. In addition, a broader discussion is included which addresses the manner in which the interlocutor can influence, both positively or negatively, the task from the learner’s point of view. The intention of the discussion is not to critique interlocutor behaviour, but to focus awareness of the kinds of issues which teachers may wish to take into account when administering tasks to students for assessment purposes.

**Structure**

In general, the results of the quantitative analysis suggest that learners handled the structured tasks more successfully than unstructured tasks. The dialogues tended to follow a particular *script* based on the outlines of the role play cards. While this provided less opportunity for some of the more proficient students to demonstrate a broad range of skills, it provided support for less confident students. Tasks in which structured input was provided resulted in data that was more homogeneous across the different learners than was the case with the matched unstructured task. Two samples of discourse are provided in Examples 1a and 1b below from learners doing the structured task in Certificate II, Competency 6. Although all learners are at a similar level, it is notable that in the unstructured task the learner tends to elicit a much smaller range of information about the exhibition. In fact in the unstructured task, often only one aspect (for example how to get there, cost) was asked about, compared to the five pieces of information identified in the structured task.

**Example 1a:** [Structured task, Certificate II, Competency 6/Task 2]

I: Good morning, State Museum.
S: Oh, hello, could you tell me *er* Aboriginal painting exhibition?
I: Yes.
S: Information.
I: Yes, certainly, what would you like *to know*?
S: [What time] opening time?
Example 1b: [Structured task, Certificate II, Competency 6/Task 2]

I: Good morning, State Museum.
S: Yeah good morning. Um I want, I have a /problem. I, I want, I would like to mm to see the um … I would like to see the Aboriginal/ er painting.
I: Yes.
S: Er what er what time the, what time er does it, er, open?
I: Er the museum opens every day from ten o’clock to five o’clock except Sundays when it’s um, one o’clock to five o’clock.
S: Yeah, thank you.
I: OK, anything else?
S: How much is this cost?
I: There is a small charge for the exhibition itself that’s seven dollars fifty an adult um.
S: Yeah.
I: And if er there are some concession fares for student concession … tickets.
S: Oh thank you.
I: And that’s five dollars.
S: Oh five dollars.
I: Student concession.
S: OK.
I: Ticket.
S: How about guided tour?
I: Yes of the exhibition itself there are guided tours every half hour.
S: Mm.
I: Um and you can just join one of the tours um if you wish to.
S: Oh thank you. Er could you could you have um do you have another language translation?
I: Er yes there are um a number of other language um er information tours um about the … well not so much tours they’re personal information where you use a headset um with a cassette giving you the information in other languages. What/ which is your language, Madam?
S: Yes Yes I’m Japanese.
I: Right yes we have er we have cassettes um available with headphones um for a small charge um and you can listen to the information in your own language.
S: Oh thank you.
I: Er the charge on that um it’s about er, I’m just checking, yes it’s two dollars um to hire the cassettes.
S: Yes thank you. When it finish Aboriginal painting exhibition?
I: Oh right yes um well it’s going another couple of months we er finish in the thirty-first of July
S: Thirty-first of July.
I: Yes.
S: Thank you very much.
I: That’s OK, my pleasure I hope you en/ come and enjoy it.
S: Yes of course thank you.
I: Thank you.
S: Bye.
I: Bye.
The ability of the candidate to maintain the interaction and obtain the information by reference to the prompts on the role play cards casts some doubt on the learners’ comprehension of their interlocutors’ extended responses and on their achievement of the particular competency. Interlocutors’ cards for tasks assessing the student’s ability to obtain information were worded in such a way that the teacher often supplied the information, unsolicited by the student. In this way the purpose of the competency (to obtain information) being assessed was sometimes negated, especially in the case of the more passive or hesitant students. This makes it possible for interlocutors to change the competency being tested by adopting a particular role. For example, rather than obtain information through requests, the learner becomes a passive receiver of information which is supplied unsolicited by the interlocutor. This situation may be the result of the interlocutor’s awareness of the intended content of the dialogue from role cards, as well as from the wording provided, e.g., the card states that the teacher should ‘give the student information about x, y and z’, rather than respond to the student’s requests for information.

In Certificate II, Competency 7, the variable manipulated was NS versus NNS interlocutor. The interlocutor card for this task, however, included information for the interlocutor to provide to the learner. In Example 3, at several points, the teacher interlocutor supplies the language that the role card is intended to elicit.

Example 3: [Certificate II, Competency 7/Task 4]

I: Good morning.
S: [Yes] [Yes] I also, yeah, I also the hear the er hear listen to the English.
I: Yes, er OK all right, you can er you can join either the I the English tour or you can pay a short er small fee and have your own headset. [OK]
S: Yeah [OK]. Um when, when, is this er finish?
I: Er the exhibition finishes um on July the thirty-first.
S: Oh yeah, yeah OK.
I: OK.
S: Yeah, thank you.
I: Anything else?
S: No, no.
I: All right. Thank you very much. Bye.
S: Bye bye.

Using the information from the cards to ask questions in basic form allowed less proficient students to maintain a relatively successful interaction with the interlocutor by means of the prompt alone, although in these tasks familiarity, rather than structure, was the variable manipulated. However, the prompts for both Tasks 4 and 5 contain a certain amount of structure and the examples illustrate the importance of careful consideration as to the role such a structured prompt may play. The ability of the candidate to maintain the interaction and obtain the information by reference to the prompts on the role play cards casts some doubt on the learners’ comprehension of their interlocutors’ extended responses and on their achievement of the particular competency.

Interlocutors’ cards for tasks assessing the student’s ability to obtain information were worded in such a way that the teacher often supplied the information, unsolicited by the student. In this way the purpose of the competency (to obtain information) being assessed was sometimes negated, especially in the case of the more passive or hesitant students. This makes it possible for interlocutors to change the competency being tested by adopting a particular role. For example, rather than obtain information through requests, the learner becomes a passive receiver of information which is supplied unsolicited by the interlocutor. This situation may be the result of the interlocutor’s awareness of the intended content of the dialogue from role cards, as well as from the wording provided, e.g., the card states that the teacher should ‘give the student information about x, y and z’, rather than respond to the student’s requests for information.

In Certificate II, Competency 7, the variable manipulated was NS versus NNS interlocutor. The interlocutor card for this task, however, included information for the interlocutor to provide to the learner. In Example 3, at several points, the teacher interlocutor supplies the language that the role card is intended to elicit.

Example 3: [Certificate II, Competency 7/Task 4]

I: Good morning.
S: [Yes] [Yes] I also, yeah, I also the hear the er hear listen to the English.
I: Yes, er OK all right, you can er you can join either the I the English tour or you can pay a short er small fee and have your own headset. [OK]
S: Yeah [OK]. Um when, when, is this er finish?
I: Er the exhibition finishes um on July the thirty-first.
S: Oh yeah, yeah OK.
I: OK.
S: Yeah, thank you.
I: Anything else?
S: No, no.
I: All right. Thank you very much. Bye.
S: Bye bye.

Using the information from the cards to ask questions in basic form allowed less proficient students to maintain a relatively successful interaction with the interlocutor by means of the prompt alone, although in these tasks familiarity, rather than structure, was the variable manipulated. However, the prompts for both Tasks 4 and 5 contain a certain amount of structure and the examples illustrate the importance of careful consideration as to the role such a structured prompt may play. The ability of the candidate to maintain the interaction and obtain the information by reference to the prompts on the role play cards casts some doubt on the learners’ comprehension of their interlocutors’ extended responses and on their achievement of the particular competency.

Interlocutors’ cards for tasks assessing the student’s ability to obtain information were worded in such a way that the teacher often supplied the information, unsolicited by the student. In this way the purpose of the competency (to obtain information) being assessed was sometimes negated, especially in the case of the more passive or hesitant students. This makes it possible for interlocutors to change the competency being tested by adopting a particular role. For example, rather than obtain information through requests, the learner becomes a passive receiver of information which is supplied unsolicited by the interlocutor. This situation may be the result of the interlocutor’s awareness of the intended content of the dialogue from role cards, as well as from the wording provided, e.g., the card states that the teacher should ‘give the student information about x, y and z’, rather than respond to the student’s requests for information.

In Certificate II, Competency 7, the variable manipulated was NS versus NNS interlocutor. The interlocutor card for this task, however, included information for the interlocutor to provide to the learner. In Example 3, at several points, the teacher interlocutor supplies the language that the role card is intended to elicit.

Example 3: [Certificate II, Competency 7/Task 4]

I: Good morning.
S: [Yes] [Yes] I also, yeah, I also the hear the er hear listen to the English.
I: Yes, er OK all right, you can er you can join either the I the English tour or you can pay a short er small fee and have your own headset. [OK]
S: Yeah [OK]. Um when, when, is this er finish?
I: Er the exhibition finishes um on July the thirty-first.
S: Oh yeah, yeah OK.
I: OK.
S: Yeah, thank you.
I: Anything else?
S: No, no.
I: All right. Thank you very much. Bye.
S: Bye bye.
Precise wording of tasks is important to ensure that similar language samples are elicited from each learner. For example, Certificate II, Competency 6, Tasks 2 and 3 required the learner to obtain information about an exhibition from a local art gallery. Task 2 was structured and Task 3 was not. The prompt for the unstructured task simply required students to 'obtain information about the exhibition'. This was construed as information about the content of the exhibition by some students and interlocutors, rather than more practical information, as was set out in the structured task. This resulted in some interlocutors inadvertently complicating the issue by supplying information about the artwork itself, about the provision of headphones, wheelchair access etc. Since the language required for these interactions is more sophisticated than that required for obtaining practical information, some learners are potentially disadvantaged. An example of the complications which could arise with the unstructured task is given below.

Example 4: [Unstructured task, Certificate II, Competency 6/Task 3]

I: Morning, State Museum.
S: Oh yes, er yesterday I see the newspaper and see the advertisement about the special /exhi/ exhibition of /ab/ Aboriginal paintings. Is this?
I: Yes certainly now when would y/ when would you like to start delivery? this Saturday?
S: This Saturday.
I: This Saturday.
S: If possible yes.
I: OK the cost for three months is um twelve dollars just for a Saturday uhu OK um and can you give me so you'd be happy with that so the first Satu/ Saturday the fifteenth of June we'll start delivering your paper.
S: Uhuh.
I: Um.
S: And the cost is twelve dollar.
I: Twelve dollars for three months.
S: For three months.
I: Yes [on special] at present.
S: [OK] uhu.
I: Um can you give me your name please?
S: My name is Mr (gives name).
I: Right and your address?
S: Um my address is (gives address).
I: And what is your telephone number please Mr (name)?
S: My telephone number is (gives telephone number).
I: (repeats telephone number) ...
S: ...
I: ...
S: ... (clarification of telephone number)
I: Um now how are you going to pay for this, will you come round to the newsagent or do you.
S: Yes you/ can I have a bill [every] month?
I: [yes] yes [certainly]
S: [if possible]
I: Certainly we'll send you a bill every month.
S: And at what time er receive your newspaper?
I: Er on a Saturday morning we usually deliver them beween oh round about quarter past seven in the morning.
S: OK.
I: OK.
S: It's OK.
S: Oh, have you er ... ?
I: There is also a family ticket you can get.
S: Family ticket oh have you er um er a lunch including er coffee or tea?
I: No there there is a shop um a caf/ a small cafeteria where you can get coffee and tea
but that's not included in the price.
S: No. But er I know I, I know er in the exhibition um what types of painting in there?
I: Well the paintings um are all of course done by the er Aboriginal people um and many
I think from the people from um Arnhem Land in the north of Australia, um the
Aboriginal people in Arnhem Land.
S: Arnhem Land.
I: Yes.
S: Because I, I /b/ I interested in the painting of views.
I: /Painting of views/
S: Have have you a lot of these paintings in the exhibition?
I: Um well the Aboriginal paintings are very um distinct. They're quite unique um and
yes they they Aboriginal paintings usually tell a story but it's done in a a different way.
S: Oh.
I: Er from the traditional painting of a view. There are some um Aboriginal painting
artists who paint er the typical um view or landscape paintings.
S: Oh oh. This exhibition, is it er suitable for the family together to go to see it?
I: Yes yes, er it's er a very interesting exhibition um adults and children enjoy it.
Erm as I said we do have er a family ticket two adults and two children, which
is about twelve dollars.
S: [Yes it's good, is is good.]
I: (yes twelve dollars)
S: Is good.
I: Yes.
S: Oh so, I have one er one question ask you.
I: Yes, certainly.
S: Um the exhibition will open Fri/ er Monday to Friday Monday to Saturday except
Sunday, is it?
I: Ye, that's right yes, er it is open on Sunday as well but only in the afternoon.
S: Oh, only in afternoon.
I: Yes.
S: Yes um when I when I make sure er to go to the exhibition.
I: Yes.
S: Is it for er is it book now or um is it booking?
I: You don't need to book. You can just come um and er attend and go through the
exhibition.
S: Oh.
I: At your leisure.
S: Oh that's good, OK.
I: Yes.
S: Thank you.
I: OK.
S: OK, bye.
I: All right. Thank you very much, bye bye.

With respect to the structured task (Task 2), an examination of the discourse
revealed that certain interlocutors appeared to be trying to follow the agenda
set out in the task, which was unavailable to the students. This resulted in the
interlocutor taking a very dominant role and providing extended information
on the topics set out in the alternative task.

Another point was raised in relation to the task used in Certificate II,
Competency 7, Tasks 2 and 3, where structure was again manipulated. The
functional purpose of this competency is to 'negotiate an oral transaction for
goods and services'. Although some students tried to negotiate time of visit and
cost of service, the analysis of the discourse revealed that in some cases rela-
tively little negotiation actually took place. Instead, the majority of the interac-
tion was taken up with describing the problem with the machine and providing
names and addresses. Relatively little time was taken up with negotiating the
time. In addition, it was found that this task tended to predispose a dominant
position by the interlocutor. An example of this behaviour follows; Example 5
is from the structured task, and Example 6 from the unstructured task.

Example 5: [Structured task, Certificate II, Competency 7/Task 2]
I: Good morning washing repair service can I help you?
S: Good morning yeah er can me help you my machine machine doesn't working.
I: Oh OK then what's the problem?
S: I think it's er it's problem with the er er change er er change water yeah.
I: Yes something with the water.
S: Yeah.
I: What is the machine doing?
S: I think it's er for er it's there it's water it's all /over the floor/
I: Oh dear OK.
S: Yeah.
Example 6: [Unstructured task, Certificate II, Competency 7/Task 3]

I: Good afternoon, Dandenong washing machine repair service, can I help you?
S: Good afternoon my washing machine doesn’t work er can you help me /?/
I: Yes I I expect so um what’s the problem, Madam, what’s wrong?
S: Mm er it’s no work just not work.
I: It’s it’s just not working.
S: Yes.
I: Oh I see OK alright well turn the taps off please er so that there’s no water er and could you give me your name.
S: Yes (gives name).
I: Yes could you please spell it please surname first if you wouldn’t mind.
S: (Spells name).
I: (Repeats name) yes and the first name.
S: (Spells name).
I: (Repeats name).
S: Yes.
I: Yes OK Miss or Mrs (name).
S: Miss.
I: Miss (name) and your address please.
S: (Gives address).
I: (Repeats street name) yes er phone number please.
S: (Gives phone number).
I: Good OK er now um will you be paying cash or a cheque?
S: Cash.
I: Cash OK, we do take Bankcard would that be better?
S: Mm no matter.
I: No matter alright well cash it is then we’ll um.
S: Er um er … in when we can … arrive.
I: When, when oh let me see er Friday would be a good day will you be home on Friday morning?
S: Yes.
I: How about ten o’clock?
S: Yes it’s OK.
I: OK ten o’clock at (address) good um right now I need to tell you it’s 40 dollars for us to come to your house to look at the machine OK.
S: OK.
I: And then if there’s new parts it may be more expensive alright.
S: Yes.
Further support for this view can be obtained from examination of the transcripts for Certificate III, Competency 5, a task in which the social/functional purpose was to obtain information through a telephone exchange. The task involved the manipulation of structure with planning time, and required learners to make enquiries about a job. The qualitative analysis supported the quantitative findings discussed above — that the more structured task allowed improved performance on the task overall. Structure was found to be critical in this task for constraining the content of the interactions. On the whole, examination of the discourse suggested that fluency suffered in this task with numerous long pauses and general hesitancy. In the structured task, this occurred as learners attempted to formulate the diverse range of questions required for items listed on card. However, where structure was not present (Tasks 4 and 5) students displayed greater hesitancy and an apparent lack of ideas concerning the information they should obtain, reflecting the lack of input provided. A more detailed analysis of this aspect of the discourse is required. Examination of the transcripts also suggests that grammatical errors are more frequent in the unstructured tasks. However, the detailed discourse analysis required to support these observations empirically is outside the scope of this project. Finally, the lack of structure also results in the content of the dialogues being more variable than for structured discourse. There is a more random nature to the interactions, with a lack of coherence between utterances and more ambiguities, leading to misunderstandings and the need for clarification. This allows the interlocutor to introduce complications and less relevant topics, which are more demanding for weaker students as shown in Example 4.

Familiarity

This variable was manipulated in two tasks. In Certificate II, Competency 5, the more familiar task involved a description of how to use an ATM, and the less familiar task required the learner to explain how to change a light globe. For a number of reasons, these tasks were problematic. First, some students were unfamiliar with the exact procedures and were, therefore, unable to fully complete the tasks. Second, there was some ambiguity about the imaginary settings for these particular interactions which caused confusion in several instances. For example, it was unclear whether the events were taking place at the time of speaking or the instructions were for a future scenario. This produced a range of highly variable data across learners in terms of the language functions required as shown in Examples 7a and 7b. The extracts below are
from the task which required learners to describe how to use an ATM machine. Example 7a demonstrates the long interactive role play which results from the task; Example 7b shows how differently this task may be constructed, resulting in an extremely brief monologue. These findings identify the importance of piloting all task materials on a range of students, and preferably with a range of interlocutors, before they are used for assessment purposes.

**Example 7a: [Certificate II, Competency 5/Task 2]**

Interactive role-play:

I: Ok, can you help me, I don't know how to use this card.
S: Yeah, if you have an automatic teller machine card.
I: No.
S: You want to push the button to withdraw money?
I: Yes [I want to].
S: [in] Commonwealth Bank?
I: Yes.
S: You put PIN number again.
I: My PIN number.
S: Your PIN number.
S: [yeah] [PIN number] yeah [right]?
I: [so I]
S: Then you put OK [OK].
I: [yes] yes.
S: /a/ and withdraw and push the withdraw button.
I: Um where's that withdraw, oh yes.
S: On the on the on the left [on the left].
I: Yes [right OK].
S: And you push the saving or the mm depend you [saving] [right] [saving] yeah.
I: Oh [right] er I [yeah I have a savings] account yes.
S: You push the button saving.
I: Savings account, yes.
S: Yeah and then you push the, and number the money ex.

**Example 7b: [Certificate II, Competency 5/Task 2]**

Short monologue:

S: Put into … ATM card inside the machine. … Press your /private/ number. … Look at the machine er er look at the /private/. Choose what do you want first ex, … Receive money or your card.
Finish.

Without an interlocutor card, there was some ambiguity about the role of interlocutors. For example, they could become a silent listener, a passive interactant or an active interactant, as shown in the examples above. It is clear that the role of the interlocutor, as discussed in more detail below, can be crucial to the outcome of the task for the student.

Finally, this task appears to have been fairly demanding for most students. This was reflected in much hesitation, confusion, and prompting by the teacher. For some students, unfamiliarity with specific vocabulary items caused problems.
Ultimately, the language produced in response to this task varied considerably in terms of complexity and coherence.

In Certificate II, Competency 6, students were required to obtain information through an oral transaction. Familiarity was manipulated in Tasks 4 and 5. In Task 4, students were required to obtain information for themselves in a familiar environment. In Task 5, the information was required for someone else in an unfamiliar environment. The ‘less familiar’ task (Task 5) was confounded by the use of NNS in the majority of the sample. However, although this task was intended to be less familiar, the structured input on the prompt card was more detailed and comprehensive than for Task 4, and hence may have resulted in more successful interactions, outweighing the familiarity variable. In addition, although the concept of requesting information for a third party was considered to be more demanding than requesting information for oneself, the items on the card did not require the use of the third person on the whole. They could be constructed as straightforward ‘wh’-type questions, eg How many students are in each class? etc.

Native versus non-native speaker interlocutor

The use of NS or NNS interlocutors is a variable given in the range statement of the CSWE competencies. This allows teachers or assessors to choose whether to administer the task with a NS or a NNS. In including this in the study as a variable, there were two distinct groups of NNS who emerged as interlocutors. The first group were highly proficient and competent NNS from outside the classroom. The second group were NNS who were members of the class itself. In examining the discourse for these tasks the following observations were made.

Where the NNS were highly proficient, students appeared to be more nervous than was the case with either their peers or the language teachers. Tasks were generally carried out in a straightforward manner, in terms of their scope and the language used, closely following the instructions on the cards. The interlocutors tended to adopt the more authentic role of a stranger, rather than the role of a ‘language teacher’ who is familiar with the communicative strategies of students.

With the NNS student group, which formed the majority of the NNS used, there was a great range in the level of proficiency of those used as interlocutors. The interactions tended to be informal and were conducted as pair work activities rather than formal assessments. Certain interlocutors failed to cover the full extent of the task, omitting critical items and curtailing the dialogue. Others were very hesitant and incoherent, leading to problems of comprehension and an apparent lack of fluency on the part of the assessed student. The student’s competency was, therefore, difficult to assess in these interactions. Others, however, were more confident and proficient, giving a structure and coherence to the interactions. For this reason there was greater variability with this group of interlocutors. This needs to be taken into account when deciding whether or not to use NNS interlocutors in competency-based assessment tasks.

Planning time

Planning time was manipulated together with structure in Certificate III, Competency 5 and with familiarity in Certificate II, Competency 5. In the Certificate II tasks, planning time made no difference where the task was unfamiliar, but with the familiar task, planning time, if anything, disadvantaged learners. In Certificate III, in Tasks 2 and 3, which required learners to obtain information about a job, a structured task was provided with planning time in Task 3 and no planning time in Task 2. In Task 3, the dialogues appear to be more complex, fluent and extensive with the more proficient students introducing items from ‘outside’ the framework provided on the card, especially concerning experience and qualifications. These comments are then generally picked up and built upon by the interlocutors. It should be pointed out here that the scores obtained on this task are lower than those obtained where there is no planning time available. We may speculate that one explanation for this is that learners are using planning time to focus on the content, rather than the accuracy of the discourse, whereas the raters are more concerned with accuracy than content in the rating procedure. This may be an example of a situation where content competes with accuracy for the limited capacity of the language processor, with content being the winner in the trade-off.

The effect of variable performances by the interlocutor

Variability in the behaviour of interlocutors in assessment situations has in recent years been an area of some concern (see, for example, Ross 1992; Ross and Berwick 1992; Ross 1992; Lazaraton 1992, 1996; Morton et al 1997). The analyses of the discourse in this project also demonstrated that the influence of the interlocutor on the language of the learners could be considerable. For example, the general pace of interlocutor’s speech varied across interviews,
as did the clarity with which the speech was presented. Some interlocutors used slow and distinct pronunciation of each word, while others adopted a more naturalistic and fluent speech style. There was much more overlap with the students’ utterances in the interactions with some interlocutors than with others, and this can be confusing for the student. In addition, the length of pauses tolerated by the interlocutor in which student can formulate a response varies greatly. All these factors may impact upon the quantity of the student output.

Interlocutors need to consider carefully the complexity of syntax used since this also varies greatly. One approach to reducing this is to specify more precisely the structures which should be adopted in the task rubrics. In addition, interlocutors need to ensure that their selection of lexical items and use of idiomatic expressions remains constant across the range of student assessments undertaken at the same level. It is also essential that interlocutors focus clearly on the task and ensure that their utterances are coherent and relevant. In analysing these data, it appeared that some interlocutors were vague, unfocused and incoherent in a number of cases, with many repairs and reformulations to their speech. This can be confusing and off-putting for learners, particularly those who lack confidence or high levels of proficiency.

It is clear from the findings in this study that the role the interlocutor is expected to adopt should be clearly specified in the task outline. For example, lack of specification of this in some of the tasks meant that certain interlocutors assumed the role of imaginary speakers — such as ‘child’ or ‘workman’ — which affected their pronunciation, choice of register etc. Interlocutors also need to take care not to adopt a highly dominant role in dialogues, controlling turn-taking, content, direction and length of dialogues. There was clear evidence in the discourse that this type of behaviour, even though it is probably motivated by the best of intentions, does, in fact, greatly constrain the nature and quantity of the student's output, resulting in a limited sample of language for assessment. The length and scope of dialogues is usually determined by the interlocutor.

On occasion, interlocutors changed the competency being tested through the role they adopted. In some cases, for example, rather than being in the role of seekers of information through requests, students were cast as passive receivers of information which was supplied unsolicited by the interlocutor. While this may result from the interlocutor’s awareness of the intended content of dialogue from role cards, it is important that the functional purpose of the compe-


tency is maintained and that the relevant text type is elicited. An example of this is given below. Here the interlocutor proceeds to ‘interview’ the student over the phone in regard to their prospective suitability for the job, rather than allowing the student to elicit details about the position.

Example 8: [Unstructured task, Certificate III, Competency 5/Task 4]

I: Good morning. This is Gus Heritage, Coopers Lybrand Consultants.
S: Good morning, er I would like to know information about the appointment for interview.
I: Oh, right. Yes, er are you interested in part-time or full-time positions?
S: Er, full-time position.
I: Part-time?
S: Full-time position.
I: Full-time, full-time. Oh, right, yes, yes. And er do you have any banking or accounting experience?
S: Er, banking /?/.
I: Yes, banking experience?
S: Yeah, yeah.
I: Yes. Good. Yes. Have you ever worked on telephones before?
S: Yes, er one … only one year!
I: Yes, OK. And er what about your computer experience?
S: Er /?/, I’ve finished level 1.
I: OK. Yes. Well, er, yes, look, if you like I’ll send you out a job description, and er you can get your résumé back to me. And then we can contact you if we think you’re suitable for an interview.
S: Yeah.
I: OK?
S: Yeah.
I: Would you like to ask anything else about the job?
S: … … … Er, maybe not. /?/.
I: No?
S: Yeah, thank you.
I: Well, er, OK. Could I have your name and address, please?
S: Yeah. (spells name), (says name), (spells name). Er, number seven, number seven, /?/ /gives suburb/.
S: Yeah. Goodbye.
Differences in interlocutor approaches to the task may also mean that the task required of some learners is more difficult than that required of other learners, despite the fact that the task is apparently the same. For example, certain interlocutors approached the tasks in a straightforward manner, introducing items that were relevant and central to the task. Others, however, introduced a range of complications from ‘outside’ that forced the student into a more problematic or unfamiliar area or shifted the focus of the task to another set of skills. It should be pointed out that the introduction of complications is not necessarily to be avoided, but that it should only be provided in cases where it is specifically indicated in the competency statement. What is important is that in any particular task learners receive similar input. This means that where complications are required they should be specified in the task outline. By the same token, where complication or negotiation is specified, it is important that the interlocutor ensures that they are included in the task. For example, in Certificate III, Competency 6, students are required to negotiate a complex or problematic exchange. If, for example, the task requires the student to negotiate a new time for an appointment, and the interlocutor readily agrees, this is not a complex or problematic exchange, but a simple exchange of information. Another student may make a similar suggestion, and the interlocutor refuses, forcing the student to renegotiate or else fail to resolve the situation. This suggests that the approach the interviewer should adopt needs to be specified in the task prompt and that banks of suitable tasks be available for use for assessment purposes.

Inevitably there will be some amount of scaffolding provided in tasks of this type by the interlocutor. Verbal instructions and/or explanations are given by certain interlocutors at the start of the task to reinforce written instructions and this is quite appropriate, but it should be specified that this is always done. However, the amount of assistance provided to the student needs to be limited, and it is important that interlocutors do not provide language models for students they are assessing, either as a lexical item or complete utterances. Differences in interlocutor behaviour are also found where explicit prompts are used (eg telling the student what to do next or what they need to talk about) or where interlocutors pre-empt what they feel the student is trying to communicate by providing the language for them. There are also differences in the overt use of positive reinforcement, eg repeated use of affirmations such as OK, good, yes, all right, I understand. Such tokens tend to show support for the efforts of the students. Thus it is important to provide precise information about the style that should be adopted in the interview. For example, in these data some interlocutors adopt a friendly, relaxed and helpful manner, as in a class pair work activity, rather than a test. Other dialogues are conducted in a more formal manner. It is important to clarify these kinds of issues in the instructions provided to the interlocutor since they may influence student confidence in the task.

Summary and conclusions
In this study, five oral task types at two CSWE ability levels were investigated. Two task characteristics (structure and familiarity) and two task conditions (NS versus NNS and planning time) were manipulated. The following section presents a brief summary of the findings of the study in relation to each of these variables.

Structure
In general, the results for structured versus unstructured tasks had been anticipated — structure makes the task easier, although this is more apparent where the learner is required to obtain information than where the interaction is a negotiated one. We may postulate that the presence of structure in the task reduces the cognitive load placed on the speaker by providing scaffolding upon which to build language. This provides a framework at the global level which in turns allows the learner to pay more attention to the local linguistic content of the response. Of the four tasks in which this variable was manipulated, one involved obtaining information (Certificate III, Competency 5) while the other three required negotiation. The results were most consistent for Certificate III, Competency 5 where the interlocutor role is least specified. In the tasks which require negotiation, the interlocutor role is more precisely specified; we speculate that it may be that this means that the interlocutors, either consciously or unconsciously, provide more structure by their input than is the case in the less negotiable task types. This more structured input would apply regardless of whether the task was a structured one or not, and so may negate the effect of the structure with the result that the effect for structure is less obvious in negotiated exchanges. Thus structure can be built into the task, or provided by the interlocutor. What is important is that there is recognition of the influence it may have.
Familiarity
Due to the problems with the operationalisation of this variable discussed earlier, these results are somewhat speculative. In the Certificate II, Competency 5 task, familiarity appeared to make the task easier. We had expected to find that the more frequently performed (ie familiar) activity would be easier to access and report on, and, although the effect was weak, the more familiar tasks did appear somewhat easier in this competency.

In the Certificate II, Competency 6 task, it appeared that the less familiar task was the easier of the two tasks and in fact this advantage was apparent on all criteria in the raw score analysis. We had expected that obtaining information for oneself in a habitual environment (the English language school) would be easier than obtaining information for a third party in a less familiar environment. There are two points that need to be raised in consideration of this task. First, the task was to some extent compromised by the use of NNS interlocutors for the less familiar task (telephoning the high school), but NS interlocutors for the more familiar task (telephoning the high school). As discussed above, where NS versus NNS was intentionally manipulated as a variable, NNS interlocutors appeared to make the task easier. Thus it may be that the erroneous use of NNS interlocutors in the less familiar task affected the results obtained for the high school task. Second, as alluded to earlier, upon examining the task in more detail, it was found that the less familiar task also included a lot more information about the types of information to be elicited — thus it incorporated more structure into the task than was the case for the more familiar task. This suggests that structure and/or NS versus NNS interlocutors contribute to the outcome. For this reason we may postulate that structure is an important factor in making tasks easier. The issues pertaining to NS versus NNS interlocutors are discussed below.

NS versus NNS interlocutor
Two task conditions were manipulated: NS versus NNS interlocutor, and planning time. The finding for NS versus NNS was not as we had anticipated. We had anticipated that the NS teacher would make the task easier — in fact, this was not the case — the NS interlocutor made the task more difficult in all analyses across both task types. There are a number of reasons for this. First, it may be that the learners are more relaxed in discussion with a NNS interlocutor with the effect that this makes the task easier. Second, raters may compensate for a perceived disadvantage in having a NNS interlocutor. A third alternative is that where the interlocutor is a NNS, the learner tends to produce less (and less complex) language. We may postulate that the NS interlocutor may force the learner to produce more language generally, thus increasing the learner’s opportunities to display the full extent of their language competence. However, a substantial range of NNS interviewer proficiencies was used in administering these tasks and careful consideration needs to be given to the effect this variable may have on the learner’s performance. Finally, it should also be pointed out that there was a power differential at play here. The NS was a teacher, but the NNS was another learner; thus the social status of the two relationships was not equivalent, and this may have been an intervening variable. In order to identify more precisely the effects of this variable, more detailed investigation is required, and to this end a qualitative analysis of the discourse produced by the tasks is currently being carried out.

Planning time
Finally we turn to planning time. Planning time was not manipulated on its own, but in conjunction with structure in one case, and familiarity of activity in another. It was found that a structured task was easier, and that planning time appeared to increase difficulty in both the structured and the unstructured tasks. A familiar activity was also easier without planning time but, where the task was unfamiliar, planning time had no effect either way. This suggests in general that planning time is not helpful. We may postulate that planning time encourages learners to attempt to introduce more complex ideas, or more complex structures. However, learners’ attempts to translate these into linguistic output appear to affect their performance adversely, resulting in the production of less fluent and sometimes less grammatically accurate language. However, it must be noted that these differences are small ones, although we may gain some confidence from the fact that all three approaches to the analysis generally agree over different tasks.

Implications for assessment practice
The outcomes of the research reported in this chapter have a range of implications for assessment practice and for future research. One of the notable findings is that relatively small changes in the characteristics and/or conditions of the task can be shown to influence the scores obtained by learners. Thus it is clearly important to pay considerable attention to very precise specification of
the task at the design stage. In addition, the findings point to the importance of extensive trialling of all oral tasks on a range of learners, and ideally, with a range of interlocutors, before they are used as assessment instruments.

Another message which emerges is that different factors appear to influence different types of tasks to differing degrees. For example, in a task where the learner is required to obtain information, structure appears to be quite influential in its effect on the discourse since it provides a framework for the learner to use. On the other hand, in more negotiated interaction, such as that found in Certificate II, Competency 7 and Certificate III, Competency 6, where questions may be asked and answered both by the learner and the interviewer, structure is not as influential. Here the interlocutor variable is crucial, not only because the interlocutor may provide structure for the learner, but also because this type of task allows much more leeway for the interlocutor to dominate the interaction, to assist or to problematise the task. For this reason, in constructing oral assessments, task designers need to take into account not only the possible variables which can or cannot be incorporated into the task, but also the role of the interlocutor. This role is central in ensuring that learners obtain similar input across similar tasks and so are faced with a similar level of challenge. To this end, training in task design for classroom use needs to include a component aimed at developing teachers’ awareness of the ways in which interlocutors can affect tasks both positively and negatively. The more clearly the specifications for assessment task development are spelled out, and the more explicitly the role of the interlocutor and the expectations of his or her input are described, the more reliable the assessment tasks will be.

Finally, although the findings of the project reported here throw some light on the factors which may influence learners’ performance on assessment tasks, a good deal of further research remains to be done in order to achieve an understanding of the interactions between task type and task conditions and their impact on an individual’s test score. In particular, we need to investigate the way in which specific features of language such as accuracy, fluency and discourse organisation change under differing task conditions and to systematically incorporate this knowledge into the construction and piloting of assessment tasks. Only through continuing research of this kind will it be possible to develop fair and valid assessments of second language performance which reflect the complex range of conditions governing language in use.

Notes
1 Post-beginner proficiency is approximately equivalent to Level 1 — on the Australian Second Language Proficiency Ratings (ASLPR), corresponding roughly to Elementary Proficiency to Minimum Survival Proficiency on the Foreign Service Institute (FSI) scale used in the US. Intermediate equates roughly to ASLPR 1+ to 2 (FSI Survival Proficiency to Minimum Social Proficiency).

2 For the purposes of the analysis, the ‘very easy’ category and the ‘very difficult’ category were collapsed with the ‘easy’ and ‘difficult’ categories respectively.

Note: any identifying information has been deleted from all examples, including names, addresses, and phone numbers or part thereof.
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Task difficulty and task
generalisability in competency-based writing assessment

Geoff Brindley

Introduction
This chapter explores the issues of task difficulty and task generalisability in competency-based assessments of second language writing performance in the context of the Certificates in Spoken and Written English (CSWE) used within the Adult Migrant English Program (AMEP) in Australia (see Brindley, Chapter 1, this volume). The study involved an investigation of the writing performances produced by 40 AMEP learners in response to six Certificate III assessment tasks used to assess two writing competencies. The aim of the study was to examine differences in task difficulty within and across competencies and to identify the amount of variability contributed to the competency ratings by tasks and raters. The question of the transferability of common writing skills across tasks was also examined.

Generalisability in performance assessment
Haertel (1993), quoted in Gipps (1994:107) suggests that generalisability in relation to performance assessment can be conceptualised in terms of four levels:

1. replicable scoring of a single performance (can we score a single instance of a task in a consistent way?);
2. replicability of a specific task (does the performance task have a constant meaning across times and places?);
3. generalisability across tasks which are presumed to be assessing the same construct (can we generalise across parallel tasks?); and
4 generalisability across heterogeneous task domains (can we generalise across tasks that are not parallel?).

These questions are clearly relevant in the context of the CSWE, since the reliability of the information on learner achievement in the CSWE will clearly be dependent on the quality of the assessment tasks that teachers develop. If outcome reporting is to accurately reflect individual achievement, then the scores yielded by an assessment task developed by a teacher in one location should be able to be compared to those developed by other teachers in other locations. For this reason, as noted previously, variability across raters and tasks should be reduced as far as possible (see Wigglesworth, Chapter 3, this volume). This can be done only by trying to ensure that 1) there is a reasonable level of consistency in the way in which raters classify competencies as achieved or not achieved (see Smith, Chapter 5, this volume) and 2) that assessment tasks aimed at assessing the same competency are parallel in structure and elicit those features of performance that are described in the CSWE performance. In addition, the tasks should, ideally, make similar cognitive demands on learners.

These are very demanding conditions to meet, however, and as yet there is little research evidence from studies of competency-based language assessment to indicate whether these goals are attainable under real-life constraints. The study reported in this chapter therefore aims to throw some light on this question.

**Competency and proficiency**

Another issue which is of both theoretical and practical significance in the context of the CSWE is the relationship between individual competency achievement and proficiency outcomes. For purposes of reporting learner achievement within the CSWE framework, each competency is reported separately: no attempt is made to translate overall competency achievement into statements of ‘general proficiency’ describing learners’ ability to use the language in non-test situations. As outlined in Chapter 1 of this volume, this is an intentional strategy on the part of the developers of the Certificates who downplay the capacity of CSWE assessments to predict proficiency outcomes (Burrows 1995; Christie and Delaruelle 1997). Nevertheless, it is normally the case that external agencies with a stake in the outcomes of language programs are concerned not so much with classroom task achievement as with transferable skills. It is therefore important to investigate the extent to which the skills demonstrated by learners in a given CSWE assessment task can be shown to transfer across other tasks, as well as within the same task type. If there were clear relationships across tasks, this might enable links to be made between individual competencies and general proficiency, thus perhaps allowing reporting at an aggregate level. This issue is also of theoretical interest since few attempts have been made in the context of language assessment to identify generalisable dimensions of task and text complexity, either across different types of assessment tasks or within the same task. One way of adding to our knowledge in this area is to investigate the extent to which different competency assessment tasks draw on common components of language ability.

**Aims**

In the light of the issues discussed above, the present study addresses the following research questions:

1. What is the relative difficulty of assessment tasks used to assess the same CSWE writing competency?
2. What is the relative contribution of persons, tasks and raters as sources of error variance in competency-based assessments of parallel second language writing tasks?
3. How many writing assessment tasks and raters are necessary to achieve acceptable levels of reliability for criterion-referenced decisions concerning achievement of writing competency assessment tasks?
4. To what extent can generic components of writing ability be generalised across different writing tasks?

**Procedure**

**Collection and administration of tasks**

A set of six CSWE writing assessment tasks was assembled. These consisted of three tasks which had been developed to assess attainment of Competency 10 and three aimed at assessing Competency 12 (Vocational English strand). The tasks were either taken directly from the examples of ‘benchmark’ tasks included in the CSWE documents or adapted from sample tasks supplied by AMEP provider organisations. The two competencies and the three tasks which accompanied each are described below:
It was therefore necessary to rate the performances according to a set of generic writing criteria in addition to the task-specific CSWE performance criteria. Two separate rating exercises were accordingly undertaken. In the first of these, the scripts were rated by 12 judges from Victoria using a six-point defined rating scale of second language writing ability which had been used previously in other standardised tests of English for adult immigrants (see Delaruelle 1997). This scale was chosen because 1) it had been in use for some time; 2) it had been developed for a similar population in the context of testing for immigration selection and 3) most of the raters (nine out of 12) had had considerable experience in using it. The other three raters were given training in interpreting the criteria and applying the scale before the rating exercise.

Owing to resource constraints it was not possible to have each judge rate each performance. The 240 writing samples were accordingly randomly assigned to the 12 judges in two separate batches so that each script was rated twice according to the four generic criteria on a scale of 0 to 5, with each judge rating 40 scripts.

The features of performance described in the generic scale were as follows:

• Conventions of Presentation (CP)
• Task Fulfilment and Accuracy (TF & A)
• Cohesion and Organisation (C & O)
• Grammatical Control (GC).

In the second rating exercise, a group of 12 experienced CSWE assessors from NSW AMES used the task-specific performance criteria provided in the CSWE to rate the 240 scripts. Once again, scripts were randomised in two batches and each judge rated 40 scripts. The scripts were rated 1 (achieved) or 0 (not achieved) according to each of the following performance criteria as specified in the CSWE:

Competency 12: Can write a report

Task 1
Write a report about a trade or profession in either your country of origin or Australia.

Task 2
Write a report comparing four hotels (information provided).

Task 3
Write a report about buying a fridge based on a report from Choice consumer magazine.

These tasks were then administered to 40 learners enrolled in Certificate III (Vocational English strand) in three states of Australia towards the end of the term at the time when assessment of student achievement would normally take place. Students had spent time studying and practising the features of the two genres concerned but teachers were requested not to prepare them for the specific topics which figured in the assessment tasks.

After doing the tasks, learners were asked to indicate how difficult they had found each task using three simple categories (easy, OK, difficult). Teachers were also asked to comment on their perceptions of the relative difficulty of the tasks.

Rating the scripts

One of the principal aims of the study was to investigate the extent to which the different competency assessment tasks tapped common ability components.
• Uses appropriate vocabulary.
• Uses grammatical structures appropriately, eg simple present and other tenses as required, passive forms.

Methods of analysis
A number of different analytical methods were used. In the first part of the study, many-faceted Rasch analysis, implemented through the computer software package FACETS (Linacre and Wright 1993) was used to examine all of the ratings awarded to each competency and to derive estimates of task difficulty, the relative difficulty of the CSWE performance criteria, as well as measures of rater severity. A generalisability study (G-study) using GENOVA (Crick and Brennan 1984) was then carried out to estimate the magnitude of the variation due to raters and tasks. A series of decision studies (D-studies) was concurrently undertaken to determine the number of tasks and raters necessary to achieve various levels of reliability. Finally, in order to examine the relationship between the generic components of writing ability both within and across the six tasks, raters’ scores for all criteria on all competencies were subjected to correlational analysis. Principal factor analysis was then carried out on the resulting correlation matrix to further investigate patterns in the competency ratings.

FACETS and GENOVA runs were carried out on the data derived from both the generic and CSWE ratings. However only the results from the analysis of the CSWE ratings will be reported in addressing Research Questions 1–3, since the generic scheme was used in this study in order to investigate Research Question 4 only and would not normally be used for assessing CSWE performance samples.

Many-faceted Rasch analysis
Background
The Rasch model is one of a family of techniques known as latent trait theory or item response theory (IRT) which have been developed by psychometricians over the last three decades. The basic one-parameter Rasch model states that the probability of a correct response to a given item is a simple logistic function of the difficulty of the item and the ability of the candidate (Pollitt and Hutchinson 1987). This probability is expressed in terms of logits (a shortened form of ‘log-odds units’ denoting the odds of a candidate getting the item correct). One of the strengths of the model is that it allows candidate ability and item difficulty to be estimated independently and reported on a common scale, thus avoiding many of the problems associated with sample-dependent classical measurement techniques (Henning 1987).

The many-faceted Rasch model, implemented through the statistical software package FACETS (Linacre and Wright 1993) extends previous Rasch models to include rater characteristics. The FACETS output provides estimates of candidates’ ability based on the probability of a candidate obtaining a particular score on a particular task given the ability of the candidate, the difficulty of the item (in the case of writing assessment this might be a rating category such as conventions of presentation or cohesion), the harshness of the rater and the effect of any additional facets (Linacre and Wright 1993). The program adjusts candidate ability estimates to take account of raters’ tendency to rate either harshly or leniently.

The use of FACETS has proved helpful in the analysis of language test data in a number of ways (see McNamara 1996 for a range of examples). First, it has shifted the focus away from inter-rater agreement to internal consistency. Since the program accepts variability and adjusts ability estimates to take account of rater severity, it is no longer necessary to try to achieve complete agreement between raters. As long as raters are internally consistent, there is no need for them to be excluded from the rating process as has conventionally been the case with raters who did not fit the norm. Second, the FACETS output provides a range of information on rater behaviour which can be used to monitor raters’ performance. With the aid of the FACETS output, it is possible to derive estimates of raters’ tendency towards severity and leniency and to see how each rater is using the steps on the scale (McNamara and Adams 1991). FACETS also provides item-fit statistics which show the extent to which the information on candidates provided by a given item is consistent with the information from other items, as well as person-fit indices which indicate how well the test is measuring individual candidates. By signalling areas of inconsistent measurement, ‘misfit’ statistics allow both rater behaviour and rating criteria to be monitored and action taken as necessary. In addition, a technique known as bias analysis enables the interactions between different aspects or ‘facets’ of the rating situation to be examined, eg whether a certain rater is rating candidates of a particular type in a certain way (Wigglesworth 1993). This information can be used to identify inconsistent or biased rating patterns (McNamara 1996).
Results of FACETS analysis

Task difficulty
The task measurement report in Table 19 below shows the FACETS output on the relative difficulty of the CSWE tasks. It can be seen that the three tasks assessing Competency 10 and those assessing Competency 12 were not of equal difficulty. However, the differences amount to only .57 of a logit in the case of Competency 10 and slightly less where Competency 12 is concerned. The step separation of 1.52 is also quite small, suggesting that there are not large differences in difficulty between the tasks.

Tasks 1 and 2 in Competency 10 show a standardised infit mean-square statistic of 2, indicating inconsistencies in rating patterns. Competency 12, Task 1 is signalled as significantly overfitting, indicating a lack of variation in the ratings.

Competency 12, Task 1 which required learners to write a report on a trade or profession in their country was the most difficult task while the easiest was Competency 12, Task 2, a comparison of four hotels.

Rater severity
The rater measurement report in Table 20 below shows the FACETS estimates of the relative severity of the CSWE raters. The table shows that the CSWE raters spanned a range of nearly three logits, -1.48 to 1.43. Two (Raters 8 and 10) were flagged by the program as misfitting (standardised infit of 2 or more), indicating inconsistent rating patterns, while two demonstrated significant negative fit statistics of -2, suggesting little variation in the use of scale points. On this point, Engelhard (1992:178) comments that ‘raters with muted rating patterns tend to score holistically rather than analytically’. The separation index, which indicates the extent to which raters are reliably different in their levels of severity, was 4.26, indicating substantial differences in severity.

Table 19: CSWE Writing — Competencies 10 and 12: Task Measurement Report

<table>
<thead>
<tr>
<th>Obsvd Score</th>
<th>Count</th>
<th>Obsvd Avgre</th>
<th>Measure Logit</th>
<th>Model Error</th>
<th>Infit MnSq Std</th>
<th>Outfit MnSq Std</th>
<th>N Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>190</td>
<td>312</td>
<td>0.6</td>
<td>0.5</td>
<td>-0.01</td>
<td>0.14</td>
<td>1.1</td>
<td>2</td>
</tr>
<tr>
<td>182</td>
<td>316</td>
<td>0.6</td>
<td>0.4</td>
<td>0.20</td>
<td>0.14</td>
<td>1.1</td>
<td>2</td>
</tr>
<tr>
<td>196</td>
<td>304</td>
<td>0.6</td>
<td>0.6</td>
<td>-0.37</td>
<td>0.14</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>229</td>
<td>462</td>
<td>0.5</td>
<td>0.4</td>
<td>0.27</td>
<td>0.11</td>
<td>0.9</td>
<td>-2</td>
</tr>
<tr>
<td>245</td>
<td>462</td>
<td>0.5</td>
<td>0.6</td>
<td>-0.21</td>
<td>0.11</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>248</td>
<td>464</td>
<td>0.5</td>
<td>0.5</td>
<td>0.12</td>
<td>0.11</td>
<td>0.9</td>
<td>-1</td>
</tr>
<tr>
<td>215.0</td>
<td>386.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.00</td>
<td>0.12</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>266.6</td>
<td>76.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.23</td>
<td>0.01</td>
<td>0.1</td>
<td>1.8</td>
</tr>
</tbody>
</table>

RMSE 0.12 Adj S.D. 0.19 Separation 1.52 Reliability 0.70
Fixed (all same) chi-square: 205.9 d.f.: 11 significance: .00
Random (normal) chi-square: 4.9 d.f.: 4 significance: .29

Relative difficulty of performance criteria
The item measurement report in Table 21 below shows the FACETS difficulty estimates for each of the performance criteria evaluated in the CSWE assessment tasks. The analysis shows that the rating category of sequence (clearly signals sequences linguistically, symbolically or numerically as required) was flagged by FACETS as misfitting, with a standardised positive infit of two. This
may reflect some differences in raters’ interpretation of what constitutes a ‘clear signal’ of sequence. Two other performance criteria, CohPar (writes coherent paragraphs containing factual, clearly organised information) and Reference (uses reference to refer to general categories as required) were signalled as significantly overfitting, signalling a lack of variation in the ratings. One possible interpretation of these overfitting categories is that they are not independent from the others (Linacre and Wright 1993:65; McNamara 1996:222ff). Raters, in other words, may be conflating the assessment categories. It could be argued here, for example, that the ability to write coherent paragraphs which refers to ‘clearly organised information’ may overlap in the minds of raters with the staging since criterion staging requires clear organisation; the evidence for overlap is a little stronger in the case of the reference criterion where the cohesive links criterion explicitly gives reference as an example of ability to link ideas cohesively, creating potential duplication of rating criteria. However, further empirical investigation of rating processes in situ would be necessary to establish to what extent this interpretation could be sustained.

The most difficult rating category on which to gain a high score was grammatical structure with a logit value of .77, while the easiest was sequence (-1.14 logits). The difference of nearly two logits in the difficulty of the rating categories, combined with the step separation of 4.4 (reliability .95), suggest that the performance criteria differ substantially in difficulty.

Table 21: CSWE Writing — Competencies 10 and 12: Item Measurement Report

<table>
<thead>
<tr>
<th>Obsvd Score</th>
<th>Obsvd Count</th>
<th>Obsvd Fair</th>
<th>Measure Model</th>
<th>Infit</th>
<th>Outfit</th>
<th>Score Count</th>
<th>Avrge Logit</th>
<th>Error MnSq Std</th>
<th>N Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>247</td>
<td>464</td>
<td>0.5</td>
<td>0.5</td>
<td>0.19</td>
<td>0.11</td>
<td>1</td>
<td>1.1</td>
<td>1.1</td>
<td>1</td>
</tr>
<tr>
<td>102</td>
<td>232</td>
<td>0.4</td>
<td>0.3</td>
<td>0.64</td>
<td>0.15</td>
<td>-2</td>
<td>0.8</td>
<td>-2</td>
<td>2</td>
</tr>
<tr>
<td>117</td>
<td>231</td>
<td>0.5</td>
<td>0.4</td>
<td>0.26</td>
<td>0.15</td>
<td>-1</td>
<td>0.8</td>
<td>-1</td>
<td>3</td>
</tr>
<tr>
<td>134</td>
<td>232</td>
<td>0.6</td>
<td>0.5</td>
<td>-0.11</td>
<td>0.15</td>
<td>-2</td>
<td>0.8</td>
<td>-1</td>
<td>4</td>
</tr>
<tr>
<td>314</td>
<td>464</td>
<td>0.7</td>
<td>0.6</td>
<td>-0.61</td>
<td>0.11</td>
<td>0</td>
<td>1.1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>197</td>
<td>464</td>
<td>0.4</td>
<td>0.3</td>
<td>0.77</td>
<td>0.11</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>179</td>
<td>233</td>
<td>0.8</td>
<td>0.5</td>
<td>-1.14</td>
<td>0.17</td>
<td>0.2</td>
<td>2.0</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>184.3</td>
<td>331.4</td>
<td>0.6</td>
<td>0.5</td>
<td>0.00</td>
<td>0.14</td>
<td>1</td>
<td>0</td>
<td>-0.3</td>
<td>1.1</td>
</tr>
<tr>
<td>70.5</td>
<td>114.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.63</td>
<td>0.03</td>
<td>1</td>
<td>1.5</td>
<td>0.4</td>
<td>2.0</td>
</tr>
</tbody>
</table>

RMSE 0.14 Adj S.D. 0.62 Separation 4.40 Reliability 0.95
Fixed (all same) chi-square: 143.7 d.f.: 6 significance: .00
Random (normal) chi-square: 6.0 d.f.: 5 significance: .31

Generalisability theory (G-theory) analysis

Background

The next part of the analysis consisted of an examination of the relative contribution of variation in tasks and rater judgements to variation in the competency ratings. This was carried out using generalisability theory (G-theory), which provides a way in which researchers can evaluate the effects of multiple sources of variance, known as facets, on test scores (Brennan 1992). Facets may include tasks, raters, items or scoring occasions. The estimated variance components associated with the facets and object of measurement (here persons) which are derived from a generalisability study (G-study) indicate the amount of error in generalising from a person’s score from a single rater on a single task to his or her so-called universe score, or average score over all possible raters and tasks in the universe. The G-study variance components are subsequently used as input to estimate decision study (D-study) variance components. These provide information about the effects of different combinations of facets on the dependability of the scoring system in the form of an index of generalisability (the G-coefficient) for relative (norm-referenced) decisions and dependability (the phi coefficient) for absolute (criterion-referenced) decisions. In this way it is possible to estimate how many tasks, raters or items would be necessary to obtain given levels of dependability. G-theory, in combination with many-faceted Rasch analysis, has been used for these purposes in analyses of language test data by Bachman et al (1996) and McNamara and Lynch (1997) and Lynch and McNamara (1998).

Study design

In this study, the universe of admissible observations consisted of three facets: raters, tasks and items. Raters and tasks were considered to be random in the analysis since they were sampled from larger universes and the intent of the study was to make generalisations about larger domains. The performance criteria (items) from each competency were treated as a fixed effect, however, since they do not vary according to the assessment task used. When a facet is fixed in the D-study, the variance components for the interaction between items and persons is treated by GENOVA as a component of the universe-score variance estimate and is excluded from further estimation procedures (Lane and Sabers 1989:200). For this reason, item-related interactions will not be reported in the results of the GENOVA analysis.
Analysis

The analyses were carried out using GENOVA for the Macintosh computer, the statistical software program through which generalisability theory is implemented (Crick and Brennan 1984). The focus here was on absolute decisions since one of the aims of the study was to ascertain whether or not candidates met a particular performance standard (that is, whether or not they would be accredited with achievement of a particular competency) and it was therefore the dependability coefficient ($\phi$) which was of interest. Results of the analysis for each of the two writing competencies are presented below. The full G-study variance components are only reported for the combination of a single task and a single rater since this reflects the application of the CSWE rating system under normal conditions. The summaries of the D-studies, with dependability coefficients for different combinations of tasks and raters are provided in Tables 23 and 25.

Results

Competency 10

The results of D-study 1 (1 rater x 1 task x 4 items) are shown in Table 22. Using a single task and a single rater, the variance component for persons was only 21.27%. The person-by-task component accounted for 24.55% of total variance, suggesting that candidates were rank-ordered differently by the tasks, while the largest component is the residual error of 54.18 which includes all of the person-by-task by-rater interactions and other unexplained sources of error variance. The fact that candidate ability accounts for such a small proportion of the variance clearly indicates that dependable measures cannot be obtained under these conditions.

The person-by-rater and rater-by-task interactions are both zero, which would suggest that raters rank order persons and tasks similarly. However, this is in contrast to the large differences in rater severity revealed by the FACETS output. This point will be taken up further on in the discussion of results.

Table 22: Competency 10: Variance Components for D-study 1 (1 rater x 1 task x 4 items)

<table>
<thead>
<tr>
<th>Effect</th>
<th>Variance component</th>
<th>Standard error</th>
<th>% variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persons (P)</td>
<td>0.0316</td>
<td>0.01298</td>
<td>21.27</td>
</tr>
<tr>
<td>Tasks (T)</td>
<td>0.0000</td>
<td>0.00061</td>
<td>0.00</td>
</tr>
<tr>
<td>Raters (R)</td>
<td>0.0000</td>
<td>0.00017</td>
<td>0.00</td>
</tr>
<tr>
<td>PT</td>
<td>0.03482</td>
<td>0.01308</td>
<td>24.55</td>
</tr>
<tr>
<td>PR</td>
<td>0.0000</td>
<td>0.00572</td>
<td>0.00</td>
</tr>
<tr>
<td>TR</td>
<td>0.0000</td>
<td>0.00031</td>
<td>0.00</td>
</tr>
<tr>
<td>PTR</td>
<td>0.07684</td>
<td>0.01215</td>
<td>54.18</td>
</tr>
</tbody>
</table>

Competency 10: D-studies

Table 23 summarises the sixteen D-studies conducted on Competency 10. It sets out the effects on dependability of using differing combinations of tasks and raters. It can be seen that the dependability coefficient for criterion-referenced decisions is very low (.213) when a single task is assessed by a single rater. With six tasks and one rater it rises to .618. However, six tasks and two raters would be necessary to obtain a dependability of .71, a level which would be considered minimal for low-stakes decisions.

Table 23: Competency 10: Dependability ($\phi$) coefficients for D-studies

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Raters</th>
<th>Items</th>
<th>$\phi$</th>
<th>Tasks</th>
<th>Raters</th>
<th>Items</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>0.2126</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0.3329</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>0.3507</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0.4995</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>0.4476</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0.5995</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>0.5193</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0.6662</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0.5745</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>0.7139</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>4</td>
<td>0.6184</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>0.7496</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0.2916</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>0.3584</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0.4516</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>0.5275</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td>0.5526</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0.6261</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0.6222</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0.6906</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4</td>
<td>0.6731</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0.7362</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>4</td>
<td>0.7119</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>0.7700</td>
</tr>
</tbody>
</table>
### Table 24: Competency 12: Variance components for D-study 1

<table>
<thead>
<tr>
<th>Effect</th>
<th>Variance component</th>
<th>Standard error</th>
<th>% variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persons (P)</td>
<td>0.05895</td>
<td>0.01726</td>
<td>41.42</td>
</tr>
<tr>
<td>Tasks (T)</td>
<td>0.00000</td>
<td>0.00061</td>
<td>0.00</td>
</tr>
<tr>
<td>Raters (R)</td>
<td>0.00102</td>
<td>0.00134</td>
<td>0.70</td>
</tr>
<tr>
<td>PT</td>
<td>0.01534</td>
<td>0.00911</td>
<td>10.78</td>
</tr>
<tr>
<td>PR</td>
<td>0.00228</td>
<td>0.00628</td>
<td>1.60</td>
</tr>
<tr>
<td>TR</td>
<td>0.00000</td>
<td>0.00040</td>
<td>0.00</td>
</tr>
<tr>
<td>PTR</td>
<td>0.06473</td>
<td>0.01023</td>
<td>45.48</td>
</tr>
</tbody>
</table>

### Table 25: Results of D-studies for Competency 12

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Raters</th>
<th>Items</th>
<th>Phon</th>
<th>Tasks</th>
<th>Raters</th>
<th>Items</th>
<th>Phon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>0.41419</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>0.81278</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0.57630</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>0.84041</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>0.66276</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>0.85991</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>0.71651</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>0.60794</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>0.75316</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>0.75087</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>0.77974</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>0.81471</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6</td>
<td>0.54429</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>0.83088</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>6</td>
<td>0.69801</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>0.87417</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>0.77054</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>0.89042</td>
</tr>
</tbody>
</table>

### Competency 12: D-studies

The summary of the D-studies on Competency 12 shown in Table 25, however, presents a somewhat different picture to the analyses of Competency 10. Although dependability with one task and one rater is still quite low at .414, with two tasks and two raters it rises to .698, sufficient for low-stakes decisions. Four tasks and one rater would achieve a dependability of .717.

### Relationship of components of writing competence

#### Analysis

The aim of the final part of the study was to investigate the extent to which the different competency assessment tasks drew on common underlying writing abilities described in the generic scale (conventions of presentation, task fulfilment and appropriate use of language, cohesion and organisation and grammatical control).

To this end, Pearson correlations were computed between the scores on the four assessment categories within each task and across tasks. The results are shown in Tables 26a and 26b. For ease of reference, the separate correlation matrices are shown for Competency 10 and Competency 12.

Although there are mid-range correlations for some of the components across tasks, particularly in the case of Competency 12, it can be seen that the correlations between the within-task categories are uniformly higher. Of the total correlations between competence components, 83% are above .7 and 44% above .8.
### Table 26a: CSWE Writing competency 10: Correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>CP101</th>
<th>TFA101</th>
<th>CO101</th>
<th>GC101</th>
<th>CP102</th>
<th>TFA102</th>
<th>CO102</th>
<th>GC102</th>
<th>CP103</th>
<th>TFA103</th>
<th>CO103</th>
<th>GC103</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP101</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA101</td>
<td>0.731**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO101</td>
<td>0.705**</td>
<td>0.807**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC101</td>
<td>0.773**</td>
<td>0.766**</td>
<td>0.813**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP102</td>
<td>0.394*</td>
<td>0.458*</td>
<td>0.380*</td>
<td>0.434*</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA102</td>
<td>0.497**</td>
<td>0.542**</td>
<td>0.445**</td>
<td>0.475**</td>
<td>0.691**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO102</td>
<td>0.369*</td>
<td>0.577**</td>
<td>0.405*</td>
<td>0.377*</td>
<td>0.711**</td>
<td>0.859**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC102</td>
<td>0.318*</td>
<td>0.284</td>
<td>0.140</td>
<td>0.313</td>
<td>0.671**</td>
<td>0.595**</td>
<td>0.677**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP103</td>
<td>0.318*</td>
<td>0.388*</td>
<td>0.307</td>
<td>0.299</td>
<td>0.470**</td>
<td>0.408*</td>
<td>0.336*</td>
<td>0.481**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA103</td>
<td>0.269</td>
<td>0.421**</td>
<td>0.365*</td>
<td>0.242</td>
<td>0.380*</td>
<td>0.398*</td>
<td>0.364*</td>
<td>0.429*</td>
<td>0.747**</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO103</td>
<td>0.351*</td>
<td>0.482**</td>
<td>0.409*</td>
<td>0.286</td>
<td>0.287</td>
<td>0.297</td>
<td>0.213</td>
<td>0.261</td>
<td>0.766**</td>
<td>0.857**</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>GC103</td>
<td>0.396*</td>
<td>0.476**</td>
<td>0.464**</td>
<td>0.444*</td>
<td>0.379*</td>
<td>0.319*</td>
<td>0.264</td>
<td>0.401*</td>
<td>0.822**</td>
<td>0.769</td>
<td>0.788</td>
<td>1.000</td>
</tr>
</tbody>
</table>

**p = < .01
*p = < .05

**Key:**
- CP: Conventions of presentation
- TFA: Task fulfilment and appropriacy
- CO: Cohesion and organisation
- GC: Grammatical control
- 101: Competency 10, Task 1
- 102: Competency 10, Task 2
- 103: Competency 10, Task 3

### Table 26b: CSWE Writing competency 12: Correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>CP121</th>
<th>TFA121</th>
<th>CO121</th>
<th>GC121</th>
<th>CP122</th>
<th>TFA122</th>
<th>CO122</th>
<th>GC122</th>
<th>CP123</th>
<th>TFA123</th>
<th>CO123</th>
<th>GC123</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP121</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA121</td>
<td>0.793**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO121</td>
<td>0.860**</td>
<td>0.877**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC121</td>
<td>0.872**</td>
<td>0.836**</td>
<td>0.836**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP122</td>
<td>0.443*</td>
<td>0.434*</td>
<td>0.396*</td>
<td>0.546**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA122</td>
<td>0.503**</td>
<td>0.535**</td>
<td>0.502**</td>
<td>0.532**</td>
<td>0.663**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO122</td>
<td>0.577**</td>
<td>0.493**</td>
<td>0.515**</td>
<td>0.596**</td>
<td>0.722**</td>
<td>0.832**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GC122</td>
<td>0.558**</td>
<td>0.481**</td>
<td>0.504**</td>
<td>0.609**</td>
<td>0.499*</td>
<td>0.706**</td>
<td>0.817**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP123</td>
<td>0.549**</td>
<td>0.493**</td>
<td>0.523**</td>
<td>0.542**</td>
<td>0.555**</td>
<td>0.398**</td>
<td>0.467**</td>
<td>0.286</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFA123</td>
<td>0.576**</td>
<td>0.519**</td>
<td>0.540**</td>
<td>0.505**</td>
<td>0.448**</td>
<td>0.406**</td>
<td>0.481**</td>
<td>0.295</td>
<td>0.885**</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO123</td>
<td>0.509*</td>
<td>0.470**</td>
<td>0.455**</td>
<td>0.447**</td>
<td>0.438**</td>
<td>0.392**</td>
<td>0.445**</td>
<td>0.291</td>
<td>0.855**</td>
<td>0.932**</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>GC123</td>
<td>0.501**</td>
<td>0.458*</td>
<td>0.497**</td>
<td>0.431**</td>
<td>0.391*</td>
<td>0.368*</td>
<td>0.442**</td>
<td>0.317**</td>
<td>0.795**</td>
<td>0.857**</td>
<td>0.791**</td>
<td>1.000</td>
</tr>
</tbody>
</table>

**p = < .01
*p = < .05

**Key:**
- CP: Conventions of presentation
- TFA: Task fulfilment and appropriacy
- CO: Cohesion and organisation
- GC: Grammatical control
- 121: Competency 12, Task 1
- 122: Competency 12, Task 2
- 123: Competency 12, Task 3

---
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To further investigate the scoring patterns across the different competency assessment tasks and to examine the way in which the rating criteria were functioning, a Principal Factor Analysis was conducted on the complete correlation matrix for all tasks, using orthogonal (Varimax) rotation. This yielded a six-factor solution explaining 81.75% of the total variance (Table 27) in which the within-task competence components from each task loaded heavily together, with each task appearing to constitute a separate factor (the six factors are indicated in bold). This would seem to suggest either 1) that raters are not differentiating clearly between the rating criteria and are reacting to the task as a whole or 2) that there is relatively limited transfer of skills across tasks. The relative merits of each of these interpretations will be considered in the discussion section below.

**Limitations of the study**

Before considering the significance of the results of these analyses, it is important to point out a number of limitations of the study design and the analytical tools used.

In the first place, it could be argued that some of the criteria used in the generic scale did not specifically cover the features of the task at hand and were therefore difficult to apply to some of the text types being assessed. This may have led to some irregularities or inconsistencies in the application of the rating criteria, although the FACETS item misfit statistics signalled only seven unexpected responses for the generic rating scheme (as opposed to 25 for the dichotomous CSWE rating scheme). Although these potential problems were foreseen and a set of ground rules formulated prior to the rating session concerning the interpretation of the criteria, there is always the possibility that the adaptation of a generic scale to some texts may have proved difficult for some raters. The application of a criterion such as ‘cohesion and organisation’, for example, to a procedural text which simply calls for candidates to list a series of steps in a given order requires careful consideration and was the subject of some discussion amongst raters prior to and after the first rating session.

Second, the extent to which generalisation is possible across parallel tasks is dependent on the type and amount of prior instruction received by learners. While considerable efforts were made to control the conditions under which learners attempted the tasks, some of the teachers involved stated that they had prepared students for the content of the tasks in advance, although they had

**Table 27: Competencies 10 and 12: Principal factor analysis**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO122</td>
<td>0.918</td>
<td>0.016</td>
<td>0.242</td>
<td>0.129</td>
<td>0.089</td>
<td>0.243</td>
</tr>
<tr>
<td>TFA122</td>
<td>0.760</td>
<td>0.092</td>
<td>0.162</td>
<td>0.185</td>
<td>0.091</td>
<td>0.280</td>
</tr>
<tr>
<td>GC122</td>
<td>0.721</td>
<td>-0.032</td>
<td>0.059</td>
<td>0.069</td>
<td>0.286</td>
<td>0.371</td>
</tr>
<tr>
<td>CP122</td>
<td>0.606</td>
<td>0.371</td>
<td>0.255</td>
<td>0.147</td>
<td>0.102</td>
<td>0.219</td>
</tr>
<tr>
<td>CO102</td>
<td>-0.074</td>
<td>0.898</td>
<td>0.080</td>
<td>0.114</td>
<td>0.265</td>
<td>-0.060</td>
</tr>
<tr>
<td>TFA102</td>
<td>0.032</td>
<td>0.795</td>
<td>0.048</td>
<td>0.173</td>
<td>0.334</td>
<td>-0.044</td>
</tr>
<tr>
<td>GC102</td>
<td>0.155</td>
<td>0.729</td>
<td>0.254</td>
<td>0.200</td>
<td>0.035</td>
<td>0.236</td>
</tr>
<tr>
<td>CP102</td>
<td>0.189</td>
<td>0.722</td>
<td>0.094</td>
<td>0.196</td>
<td>0.235</td>
<td>0.006</td>
</tr>
<tr>
<td>TFA123</td>
<td>0.166</td>
<td>0.104</td>
<td><strong>0.910</strong></td>
<td>0.175</td>
<td>0.085</td>
<td>0.269</td>
</tr>
<tr>
<td>CO123</td>
<td>0.192</td>
<td>0.083</td>
<td><strong>0.873</strong></td>
<td>0.167</td>
<td>0.054</td>
<td>0.197</td>
</tr>
<tr>
<td>CP123</td>
<td>0.217</td>
<td>0.185</td>
<td><strong>0.833</strong></td>
<td>0.104</td>
<td>-0.009</td>
<td>0.272</td>
</tr>
<tr>
<td>GC123</td>
<td>0.141</td>
<td>0.136</td>
<td><strong>0.773</strong></td>
<td>0.175</td>
<td>0.168</td>
<td>0.251</td>
</tr>
<tr>
<td>CO103</td>
<td>0.091</td>
<td>0.052</td>
<td>0.194</td>
<td><strong>0.866</strong></td>
<td>0.226</td>
<td>0.090</td>
</tr>
<tr>
<td>TFA103</td>
<td>0.094</td>
<td>0.269</td>
<td>0.060</td>
<td><strong>0.842</strong></td>
<td>0.111</td>
<td>0.231</td>
</tr>
<tr>
<td>GC103</td>
<td>0.149</td>
<td>0.125</td>
<td>0.137</td>
<td><strong>0.803</strong></td>
<td>0.294</td>
<td>0.134</td>
</tr>
<tr>
<td>CP103</td>
<td>0.190</td>
<td>0.278</td>
<td>0.200</td>
<td><strong>0.793</strong></td>
<td>0.105</td>
<td>-0.002</td>
</tr>
<tr>
<td>CO101</td>
<td>0.068</td>
<td>0.142</td>
<td>0.005</td>
<td>0.235</td>
<td><strong>0.862</strong></td>
<td>0.003</td>
</tr>
<tr>
<td>GC101</td>
<td>0.216</td>
<td>0.221</td>
<td>0.051</td>
<td>0.096</td>
<td><strong>0.852</strong></td>
<td>0.047</td>
</tr>
<tr>
<td>TFA101</td>
<td>0.033</td>
<td>0.314</td>
<td>0.056</td>
<td>0.297</td>
<td><strong>0.789</strong></td>
<td>-0.155</td>
</tr>
<tr>
<td>CP101</td>
<td>0.164</td>
<td>0.215</td>
<td>0.156</td>
<td>0.120</td>
<td><strong>0.772</strong></td>
<td>0.067</td>
</tr>
<tr>
<td>CO121</td>
<td>0.239</td>
<td>0.012</td>
<td>0.263</td>
<td>0.173</td>
<td>-0.105</td>
<td><strong>0.872</strong></td>
</tr>
<tr>
<td>CP121</td>
<td>0.293</td>
<td>0.063</td>
<td>0.302</td>
<td>0.066</td>
<td>0.061</td>
<td><strong>0.812</strong></td>
</tr>
<tr>
<td>TFA121</td>
<td>0.269</td>
<td>-0.002</td>
<td>0.260</td>
<td>0.135</td>
<td>-0.064</td>
<td><strong>0.810</strong></td>
</tr>
<tr>
<td>GC121</td>
<td>0.364</td>
<td>0.046</td>
<td>0.227</td>
<td>0.095</td>
<td>0.090</td>
<td><strong>0.808</strong></td>
</tr>
</tbody>
</table>

| Eigenvalue | 9.427 | 4.236 | 1.906 | 1.707 | 1.384 | 0.961 |
| Key:       |       |       |      |      |      |      |
| CO: Cohesion and organisation |       |       |      |      |      |      |
| CP: Conventions of presentation |       |       |      |      |      |      |
| TFA: Task fulfilment and appropriacy |       |       |      |      |      |      |
| GC: Grammatical control |       |       |      |      |      |      |
| 101: Competency 10, Task 1 |       |       |      |      |      |      |
| 102: Competency 10, Task 2 |       |       |      |      |      |      |
| 103: Competency 10, Task 3 |       |       |      |      |      |      |
| 121: Competency 12, Task 1 |       |       |      |      |      |      |
| 122: Competency 12, Task 2 |       |       |      |      |      |      |
| 123: Competency 12, Task 3 |       |       |      |      |      |      |

Total % of variance explained: 81.754
been specifically requested not to do so. Differences in task difficulty may therefore have reflected to some extent these differing degrees of preparation.

Third, it should be acknowledged that the numbers of learners (40) and tasks (6) included in the analysis are relatively small and the logit estimates for the different facets may therefore not be stable. Because of the data requirements for FACETS, it was the original intention of this study to gather a complete set of ratings on the six tasks for a total of 120 learners. Unfortunately this turned out to be impossible due to a high student absence rate on the one hand and the discontinuation of government funding for the programs which provided the bulk of the assessment data on the other. As a result there were missing scores for over 50 candidates, resulting in a considerably smaller data set than had originally been envisaged. In this regard, a sample of at least 100 subjects is frequently suggested as a minimum for the use of the Rasch model (McNamara 1996), although some studies (eg Lumley et al 1994) have employed samples as small as 20. Wright and Tennant (1996:468) argue that ‘with a reasonably targeted sample of 50 persons, there is a 99% confidence that the estimated item difficulty is within ±1 logit of its stable value, especially when persons take 10 or more items’.

Discussion

These limitations notwithstanding, a number of tentative interpretations can be advanced in relation to the research questions under investigation.

Task difficulty

The first research question concerned whether or not the tasks which aimed to assess the same competency were of equivalent difficulty.

That the tasks were of differential difficulty was seen in the large person-by-task variance component shown by the GENOVA results and the difference in logit values seen in the FACETS analysis. The difference in the logit values, however, was not a substantial one. This can be seen by calculating the probabilities of candidate success on a task of a given difficulty taking into account rater severity, using the logit-to-probability conversion table provided by Wright and Linacre (1991). In the case of Competency 10 — where the tasks showed the largest differences — candidates would have about a 14% better chance of successfully achieving Competency 10 if they were given Task 3 rather than Task 2. In assessing achievement of Competency 12, if a teacher administered Task 1 instead of Task 2 the candidate’s chances of success would be reduced by about 12%. Since the CSWE assessments at this point do not involve particularly high stakes, the consequences of this degree of difference in task difficulty may not be serious, although it could be argued that some Certificate III learners could be disadvantaged if they were denied certification on the basis of an assessment by a more severe rater.

It was not the aim of this part of the study to identify specific reasons for the differences in task difficulty. On closer inspection of the characteristics of the individual tasks a number of possible explanations could be tentatively advanced which are outlined briefly below. These would, however, need to be explored through further research into the rating process itself.

As mentioned previously, differential amounts of preparation may have had an influence on performance, albeit an unintended one, since efforts were made to control this variable by issuing guidelines regarding the type of preparation to be given. Another key factor is the degree of involvement of skills other than those being assessed. In this regard, it is perhaps significant that Competency 12, Task 3 (writing a report on the relative merits of different brands of refrigerators) which required learners to read a considerable amount of lengthy and quite dense input material, was universally identified by both teachers and learners as the most difficult and demanding task. Interestingly, however, the FACETS analysis did not support this perception. On the one hand, this may indicate that the task was more manageable for learners than they themselves and their teachers had estimated. Alternatively, it is possible that teachers may have compensated for the perceived difficulty of the task and awarded higher ratings (see Hamp-Lyons and Mathias 1994 who advance this explanation for large discrepancies between teachers’ estimations of task difficulty and actual student performance as evidenced in item statistics). Another possible explanation is that learners were successfully able to incorporate material from the input text and therefore gained higher scores than they would have without the support material. In any case, the differences between the tasks in terms of the support materials provided indicate the need for clear guidelines regarding the type and amount of reading input to be given for writing assessment tasks, if the tasks are intended to be parallel.

Rater severity

Although differences in task difficulty were not large, the FACETS output showed major differences in rater severity in both rating schemes. This result
was in contrast to the zero variance component for rater-by-person and rater-by-task interactions revealed by the GENOVA analysis. Other studies using G-theory and FACETS to investigate language test data have found a similar phenomenon (Bachman et al 1995a; Lynch and McNamara 1998). Bachman et al (1995a), for example, in an investigation of the speaking subtest of a university level Spanish proficiency test, found a difference of more than four logits in ratings of oral tasks from the FACETS analysis but a zero variance component for raters in their G-study. They explain this apparent discrepancy by noting that FACETS is more sensitive to individual differences than GENOVA and suggest that in this case, a range of individual rater severity is unlikely to produce an overall effect on test scores. In a similar type of study, Lynch and McNamara (1998) investigated the performances of 83 adult ESL learners in a test of speaking skills. They found a difference of almost 2.5 logits in rater severity which was reflected in a substantial variance component (8.5% of total variance) for raters. On the other hand, there was a quite small rater-by-person interaction when compared with extensive rater-person bias (8.5% of total variance) for raters. On the other hand, there was a quite small rater-by-person interaction when compared with extensive rater-person bias revealed through a FACETS bias analysis. The researchers explain these differing results thus:

One way of reconciling these differences is to recognize that the GENOVA and FACETS analyses operate with differing levels of detail. Using the microscope as an analogy, FACETS turns up the magnification quite high and reveals every blemish on the measurement surface. GENOVA, on the other hand, sets the magnification lower and tends to show us only the net effect of the blemishes at the aggregated level. This is not to say that ‘turning up the magnification’ is the same as increasing the accuracy. It merely suggests that there is a different level of focus (individuals versus groups). In other words, while the FACETS analysis identified a great number of specific person-by-rater and rater-by-item combinations that were considered to be ‘biased’, the GENOVA analysis indicated that the effect of these combinations were likely to wash out across all the ratings. (1998:176)

These comments notwithstanding, the FACETS analysis would nevertheless seem to suggest that an individual candidate’s chances of being awarded the competency in question (and hence the CSWE) would be heavily affected by the severity of the rater who rates their performance. This can be seen by calculating the probabilities of candidate success, using the Wright and Linacre (1991) conversion table referred to above. Here the difference in severity between the CSWE raters of almost three logits means that a candidate’s chances of being awarded Competency 10 or 12 would be reduced by approximately 45% if his or her script were judged by the most severe rater instead of the most lenient. This highlights the importance of using more than one rater if the results of the assessment are to be used to make important decisions.

**Difficulty of performance criteria**

Similar to other studies which have used Rasch analysis to investigate the use of scale categories by raters (cf Brown 1995; McNamara 1996), this study revealed a hierarchy of difficulty among the performance criteria used to assess writing performance. Grammar was the most harshly rated category, a finding which is also consistent with other language testing studies (McNamara 1996:223). Some of the rating criteria elicited ‘muted’ rating patterns which suggests that raters may not be distinguishing between some of the rating categories. This could be partially due to halo effect whereby the rater carries out an initial overall impression rating and then transfers this level of performance to all of the criteria. Alternatively, some of the performance criteria may be overlapping, with some performance features subsuming aspects of others. However, without evidence from raters on the ways in which they interpret and use the criteria, it is difficult to reach any definitive conclusions. In the meantime, analysis of the type reported here can identify potentially problematic criteria (through, for example, the Rasch misfit statistics). These can then be investigated further though discussions with raters and modified as necessary.

**Dependability**

The second research question concerned the relative contribution of persons, tasks and raters as sources of error variance. If tasks are intended to be replicable, it is clearly desirable that task sampling variability be kept to a minimum in order to enable dependable measurement across tasks, occasions and raters.

Under normal conditions of administration of the CSWE, that is, the administration of one task by one rater, the generalisability study revealed low levels of dependability for both competencies. However, the D-studies indicate that the addition of tasks increases the dependability coefficient, in some cases markedly so. Here it is worth noting that there were considerable differences between Competency 10 and Competency 12 in terms of rater consistency, with the former showing a much lower level of dependability. This finding was corroborated by the FACETS analysis which identified two of the three tasks
used to assess Competency 10 as misfitting, suggesting that these tasks are eliciting inconsistent rating patterns. With Competency 10, four tasks and four raters would be necessary to obtain a dependability coefficient of .71, and even with six tasks, phi still only reaches .61 if only one rater is used. On the other hand, as far as Competency 12 is concerned, a phi coefficient of .7 can be obtained with two tasks and two raters, a situation which could conceivably be envisaged under normal operational conditions. This suggests that it is possible with some competencies to obtain acceptable levels of dependability for curriculum-related decisions.

### Generalisability of writing ability components across different tasks

The third research question concerned the extent to which the underlying components of writing exemplified in the generic rating scheme were generalisable across different competency assessment tasks.

On the face of it, the evidence from this study would seem to suggest that the competence components do not generalise across the two writing competencies under investigation. This is evidenced by high and uniform correlations between the ratings for the components within each of the six tasks, contrasted with low to moderate across-task correlations. In addition, the results of the principal factor analysis show the competence components in each of the six tasks loading heavily together on a single factor. Contrary to the findings of other studies which have found reasonably strong relationships between competence components across different kinds of writing tasks (eg Pollitt and Hutchinson 1987), the tasks here appear to be behaving almost independently.

However, it would be premature to conclude that this finding constitutes evidence for the task-specificity of language skills. The fact that the generic writing skills seem to cluster together within each task is likely to be indicative of a strong halo effect, as discussed above, rather than of lack of skills transfer. It may be, in other words, that raters are strongly influenced by their initial overall impression of the quality of the text and do not subsequently pay close attention to each individual feature of performance. Once they have decided that the performance is an overall ‘3’, all of the criteria — perhaps unconsciously — are then brought into line with this rating. Further evidence in support of this explanation is provided by the FACETS item measurement report for the generic rating scheme shown in Table 28 below where the four rating categories showed a separation index of only 1.52 with a reliability of .7. This suggests that the categories are not reliably different.

### Table 28: Rating categories: Generic rating scheme — Item measurement report

<table>
<thead>
<tr>
<th>Obsvd Score</th>
<th>Obsvd Count</th>
<th>Fair Avgre</th>
<th>Measure Logit</th>
<th>Model Error</th>
<th>Infit MnSq Std</th>
<th>Outfit MnSq Std</th>
<th>N Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1517</td>
<td>480</td>
<td>3.2</td>
<td>3.0</td>
<td>0.06</td>
<td>0.06</td>
<td>1.0</td>
<td>0 1 TF&amp;A</td>
</tr>
<tr>
<td>1535</td>
<td>480</td>
<td>3.2</td>
<td>3.0</td>
<td>-0.01</td>
<td>0.06</td>
<td>1.0</td>
<td>0 2 CP</td>
</tr>
<tr>
<td>1577</td>
<td>480</td>
<td>3.3</td>
<td>3.1</td>
<td>-0.18</td>
<td>0.06</td>
<td>1.1</td>
<td>1 3 C&amp;O</td>
</tr>
<tr>
<td>1498</td>
<td>480</td>
<td>3.1</td>
<td>3.0</td>
<td>0.13</td>
<td>0.06</td>
<td>0.9</td>
<td>-1 4 GC</td>
</tr>
</tbody>
</table>

RMSE 0.06 Adj S.D. 0.09 Separation 1.52 Reliability 0.70
Fixed (all same) chi-square: 13.2 d.f.: 3 significance: .00
Random (normal) chi-square: 3.0 d.f.: 2 significance: .22

Interestingly, McNamara and Lynch (1997:209) who conducted a generalisability study of test scores derived from the same rating scale used in the present study, report a similar phenomenon:

*The results indicate the presence of a fairly strong halo effect, whereby as raters judge different aspects of the same piece, each rating influences the likelihood of the next.*

This halo effect may be a result of the conditions under which ratings are typically carried out. In this connection, Vaughan (1991:121) points out that when samples of student writing are read quickly, one script may blur into another and ratings are made by comparing the sample at hand with the previous one, rather than through reference to a set of rating guidelines. In a similar vein, Henning (1988) argues that juggling multiple assessment categories simultaneously places a heavy cognitive load on readers, contributing to a halo effect. To counter this effect, Hamp-Lyons and Henning (1991:364) suggest that ‘scores are more likely to demonstrate separability if each were assigned on a separate scoring occasion’, a suggestion also advanced by McNamara and Lynch (op cit). As Hamp-Lyons and Henning acknowledge, however, such a procedure would be impractical since writing tasks almost always have to be judged on a single occasion, although it would be of undoubted interest as a research exercise.
Summary and conclusions

The first research question concerned whether or not tasks used to assess the same writing competency were of equivalent difficulty. Here, although Rasch and G-theory analyses revealed the tasks to be differentially difficult, these differences were not large. By contrast, considerable differences in rater severity were revealed by the Rasch analysis. The individual performance criteria within the two competencies were also revealed to be substantially different in difficulty. Although this situation is fairly typical where performance assessments are concerned (McNamara 1996:234), these differences would need to be controlled by using multiple rating procedures or ratings adjusted for severity in cases where the results of the assessments were to be used for high-stakes decisions.

The second and third research questions concerned the relative contribution of persons, tasks and raters to variation in assessment scores and the number of raters and tasks that would be necessary to achieve acceptable levels of dependability in competency-based assessments. Here, the G-theory analyses revealed substantial measurement error and low levels of dependability under normal assessment conditions, that is, when a single rater assesses a competency using a single task. However, the results of the D-studies suggested that, in the case of one of the two writing competencies under investigation, it would be possible to obtain acceptable levels of dependability for low-stakes decisions using two tasks and two raters, a situation which could be envisaged under operational conditions.

The fourth research question addressed the degree to which the different competency assessment tasks tapped common elements of writing ability. Ratings of the same 40 writing scripts were obtained using a scale which incorporated four ‘generic’ elements of writing ability.

Correlational and factor analyses of ratings of tasks suggested relatively weak relationships between components of writing ability across tasks. High within-task correlations and a small step separation index revealed by the Rasch analysis suggested that there may be a halo effect at the level of the individual task whereby the rating of one category strongly influences an adjacent category. This effect had previously been identified in the analysis of the ratings based on the CSWE scale. There is also some evidence to suggest that there may be overlap between some of the performance criteria. If it could be established that this is the case, then some of the criteria could be collapsed or eliminated if they were found to be redundant. However, further research into the rating process is needed to investigate raters’ use of scale points and their interpretation of differing levels of performance. This would need to involve the use of introspective and retrospective methods in order to probe decision-making processes (see Smith, this volume, Chapter 5, for an example of such a study).

Implications

Developing parallel assessments

The study reported in this chapter has revealed a complex set of influences on writing task performance arising from multiple interactions between raters, tasks and rating categories, overlaid by features of the context in which assessment takes place. Given the multiple influences which affect language task performance, it would be unrealistic to expect that it would ever be possible to design tasks that were exactly equivalent. In the words of Purves (1992:110):

… there will always be task effects … and such effects may be exacerbated by some other force — perhaps instruction, perhaps rating style or other aspects of rating difference.

Nevertheless, we can conclude on the basis of this study that some assessment tasks appear to be subject to less variability than others and are hence more likely to provide reliable information on learner outcomes. A bank of tasks therefore needs to be built up which have been carefully scrutinised, tried out with learners and discussed in detail with assessors. In this context, there may be grounds for developing a detailed set of specifications for each type of assessment task which can be used as a template by teachers who need to design their own tasks, along the lines of those suggested by Lynch and Davidson (1994). Subject to resources, new tasks could be piloted and calibrated using Rasch analysis and used to build up a library of exemplars against which new tasks could then be compared. At the same time, regular moderation sessions need to be held at which samples of student performance are carefully reviewed and reasons for rating decisions discussed at length (Claire, forthcoming). Examples of ‘non-achievement’ as well as successful performance need to be analysed in detail so that judges can build up a common set of interpretations and specific examples of what constitutes achievement of a given competency. This is particularly important where imprecisely worded rating criteria such as ‘appropriacy’ are used.
Monitoring performance criteria

Some of the performance criteria, particularly by those which use impressionistic terminology, are obviously difficult for assessors to interpret, as Smith’s study (Chapter 5, this volume) also shows. However, as Davies (1992:14) comments, the problem of imprecise criteria is almost impossible to avoid unless one wants to end up with a standardised test:

*The paradox is that through the attempt to refine proficiency scales by removing their defects (the imprecise and relativistic terminology—limited range, control of some structures, many error types) the precisioning of the descriptors tends more and more towards a list or bank of test items.*

Nevertheless, those criteria on which consistent agreement cannot be reached or which appear to be redundant need to be modified or removed from the competency statements. In addition, the functioning of the performance criteria used to assess each competency needs to be subjected to ongoing research and monitoring. In this respect, analyses such as the present study can help to identify problematic criteria or inconsistent rating patterns on the basis of which such modifications can be made.

The issue of the differential difficulty of the different performance criteria also needs to be addressed. On the basis of the results of this study of these two writing competencies, it would appear that it is much easier to achieve success on some performance criteria than it is on others. This may well be true in the case of other skills. Given the large differences in the difficulty of the performance criteria, it would be useful to examine the feasibility of using differential weighting of criteria or the use of partial credit scoring.

Using multiple rating

One of the strengths of the CSWE is that the competencies (with the exception of those involving listening skills) provide a comprehensive sample of a range of language use tasks that candidates would have to engage in in everyday life. To this extent, a CSWE profile of competency achievement in writing — which might report achievement on up to four assessment tasks within the same language skill area — provides a fuller sampling than a standardised test which might contain two or three tasks at most. However, if the information on attainment of individual competencies is to be dependable, the results of this study suggest that more than one task and one judge should be used to assess each competency. Although more resource-intensive, an approach which involves multiple tasks and raters has the potential to encourage professional exchange and discussion. At the same time, it also lends itself to profiling approaches which enable teachers to build up samples of different types of student work which reflect progress over a period of time.

Professional development

Finally, the implications of an assessment system which relies on teachers to develop and administer their own assessment tasks need to be considered. Entrusting teachers with this responsibility rests on the assumption that they have the expertise required to carry out the task effectively. However, this assumption may not be warranted. Research evidence from the general educational literature suggests that teachers receive inadequate assessment training as part of their professional preparation (Stiggins 1991, 1992; Brookhart 1994; Cizek et al 1995). In the light of this finding, it is hardly surprising that Cizek et al (1995:173) conclude that ‘teachers’ assessment practices do not necessarily conform to what measurement specialists would consider to be sound testing and grading practice’. There is no reason to suppose that the situation is any different as far as language teachers are concerned (Bailey and Brown 1996; Brindley 1997). In fact, the problem may be even more acute, given that language testing seems to have evolved as a parallel ‘sub-profession’ within language teaching and has reached such a high level of technical sophistication that, according to some commentators, it seems inaccessible (and unattractive) to many practitioners (Jones 1985; Stevenson 1985). If they are to be expected to design and conduct assessments which can provide valid and dependable information, teachers need the opportunity to develop the skills necessary to do so. While formal degree courses and professional development activities undoubtedly play an important role here, there are also other ways in which teachers can build assessment expertise — these include regular moderation sessions during which samples of learner performance are discussed (Gipps 1994; Radnor and Shaw 1995) and collaborative test development projects involving teachers and external researchers (Shohamy 1992; Brindley, 1997). However, all of these activities imply a major investment on the part of educational authorities in planning and resourcing teacher professional development.
Endnote

1 I would like to express my gratitude to Helen Slatyer for her assistance with data collection and collation and to Steve Ross, Brian Lynch and Tim McNamara for their advice on the various forms of statistical analysis that are reported in this chapter. I am also grateful to Donna Williams and Stephanie Claire for their organisation of the rating sessions and to Mary Kerstjens and Helen Joyce for allowing NCELTR access to facilities at NSW AMES and RMIT University. Grateful acknowledgement is also due to the 24 teachers in Sydney and Melbourne who gave up their time to participate in the project.
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Rater judgments in the direct assessment of competency-based second language writing ability

David Smith

Introduction

The introduction of competency-based models of language and literacy education in Australia has, to a large degree, coincided with the return to subjective rating as the most common means of evaluating second language writing ability. However, despite the current dominance of competency-based approaches, there has been relatively little research into rater reliability in the context of competency-based assessments.

In addition, according to Hamp-Lyons (1990), much of the existing research on rater reliability and judgment in the direct assessment of writing ability has mistakenly focused on scoring procedure as the major source of diminished reliability rather than on the reader or assessor. Vaughan (1991) argues that past research has focused primarily on the product of raters’ evaluations of writing ability and that very little is known about the decision-making processes and behaviours adopted by raters when making highly specialised assessment decisions. Lack of knowledge in this area not only makes it difficult to train raters; it also makes it difficult to provide direct validation of the methods and criteria used for directly assessing second language writing ability (Cumming 1990).

While some researchers have recently begun to investigate such processes within the context of holistic writing assessment, empirical accounts of the ways raters directly assess second language writing ability within competency-based models of language and literacy education are almost non-existent. It is the aim of the study presented in this chapter to contribute to this hitherto neglected field of research, with particular reference to the way in which writing assessments are conducted in the context of the Certificates in Spoken and Written English (CSWE) (NSW AMES 1998).
Reliability in competency-based assessment

The introduction of competency-based approaches to language and literacy assessment reflects a major move away from standardised language testing towards the use of performance-based assessment which directly reflects learning activities within the context in which learning takes place. Because performance assessment is criterion-referenced rather than norm-referenced, learners are not compared with each other; rather, their performance is judged according to how well it fulfils the behavioural expectations of the particular language task they are responding to. Thus, in the competency-based assessments of language performance that are used in conjunction with the CSWE, assessment decisions are made on a simple yes/no basis; that is, the assessor or rater is required to make a binary judgment on whether or not the learner demonstrates the successful attainment of a particular language task, skill or competency.

In traditional language testing, the level of agreement between raters (inter-rater reliability) is investigated by correlating the scores assigned by raters to specific learner performances on standardised tests. However, many assessment researchers have argued that traditional notions of reliability as agreement between independent judges may not be appropriate in the context of performance assessment or competency-based assessment since these types of assessment are not designed to emphasise difference among learners. Nor is there an underlying scale of performance based on 'true scores' (Gipps 1994). As a consequence, some researchers maintain that reliability needs to be reconceptualised where performance assessments are concerned. Gipps (1994), for example, proposes that in cases where traditional reliability measures are not appropriate, we should discard the term reliability altogether and instead replace it with comparability which is based on consistency. According to Gipps (1994:171):

Consistency leading to comparability is achieved by assessment tasks being presented in the same way to all learners being assessed; assessment criteria being interpreted in the same way by all teachers; and learner performance being evaluated according to the same rubric and standards by all markers.

Such a paradigm shift has significant methodological implications for it strongly suggests that in order to achieve consistency of assessment within competency-based models of language and literacy education, we need to know more about the raters themselves, the nature of reading for the purpose of assessment and the process of reading according to specific assessment guidelines. As Huot (1990:258) observes:

It seems that if assessment literature is to progress, more inquiries are needed about how raters arrive at judgments about writing quality and what part rating procedures have in this process.

Research on rater judgments

One approach to the investigation of the processes through which raters arrive at their assessment decisions is through the use of raters' think-aloud protocols or verbal reports. In this model of data collection, raters verbalise their thoughts while reading and assessing written texts and their verbalisations are recorded, transcribed and coded according to either an a priori scheme or a coding scheme developed through a preliminary analysis of the data (Weigle 1994). Some reservations have been expressed in the literature, however, about whether think-aloud verbal reports can accurately reflect or capture the cognitive processes that they are designed to uncover. For instance, Nisbett and Wilson (1977) have argued that a verbal report is not a complete record of a person's thought processes and question whether this method can provide introspective access to higher cognitive processes. They make the point that the absence of any particular phenomenon in a protocol may not be evidence of its absence in actuality, since it is not possible to report on all of one's thoughts at any given moment. On the other hand, Ericsson and Simon's (1980) thorough review of the literature on tracing cognitive processes concluded that think-aloud protocols, when elicited with care and interpreted with full understanding of the circumstances under which they were obtained, are a valuable and thoroughly reliable source of information about cognitive processes.

A number of studies have used think-aloud protocols to investigate rater decision-making behaviour in the holistic assessment of second language writing ability. Cumming (1990), in one of the earliest studies of rater behaviour in the context of second language writing assessment, used think-aloud protocols in order to describe the decision-making behaviours used by experienced and inexperienced raters when assessing second language writing ability holistically. Cumming analysed the think-aloud protocols of seven expert and six novice raters rating 12 ESL essays selected from a pool of examination papers administered as a placement test for ESL classes at a Canadian university. The essays
were selected to represent two levels of ESL proficiency (intermediate and advanced); two levels of writing expertise in students' mother tongue (professional and average); and different language and cultural backgrounds of students. The essays were evaluated holistically on language use, content and organisation. Through an impressionistic descriptive analysis of the raters' verbal reports, Cumming identified 28 decision-making behaviours used by raters to interpret and evaluate the student essays. Cumming classified these behaviours into two types of strategies: 'interpretive strategies' used to read the texts, and 'judgment strategies' used to evaluate the qualities of the texts. The importance of Cumming's study lies in the fact that it is among the first of its type to describe, albeit in a preliminary way, the decision-making behaviours which raters perform mentally while directly assessing second language writing ability. It is also important because it lays the foundation for a model of the thinking processes integral to the skill of writing assessment.

Vaughan (1991) also used think-aloud or verbal protocols to study rater behaviour in second language writing assessment. She analysed the think-aloud protocols of nine experienced judges rating six ESL compositions on a six-point holistic scale. From her analysis, Vaughan identified four approaches to the holistic assessment of writing ability: 'the first-impression-dominates approach'; 'the single-focus approach'; 'the two-category strategy'; and 'the grammar-oriented' rater. Vaughan found that raters focused on a number of key linguistic features or elements when assessing second language writing ability: content, organisation and grammar, followed by handwriting and punctuation. This conclusion would appear to support the findings of research on first language writing assessment which also concluded that raters are primarily concerned with content and organisation.

On the basis of these findings, Vaughan argued that despite their similar training, different raters focus on different essay elements and have distinctly individual approaches to reading essays. Vaughan suggests that while raters can agree on many essays based on the guidelines for holistic assessment, they may fall back on their own rating style for essays which do not clearly fit the descriptors of the holistic scale. The results of Vaughan's study imply that raters are not adhering to a single, internalised method for judging second language writing ability. In addition, it appears that despite the use of assessment guidelines, raters tend to rely on their own rating strategies when assessing writing samples which are deemed to be 'borderline' cases.

A more recent study of the decision-making behaviours of composition markers in the context of second language writing assessment is provided by Milanovic et al (1996). Like Cumming and Vaughan, Milanovic et al also used think-aloud protocols in order to investigate raters' decision-making behaviour when rating ESL compositions using holistic techniques. They analysed the think-aloud protocols, retrospective written reports and group interviews of 16 experienced judges rating 40 ESL essays on a five-point holistic rating scale. Of these essays 20 were selected from an intermediate level ESL examination and 20 were selected from an advanced level examination. An impressionistic analysis of the data revealed that raters employed four identifiable rating strategies: 'the principled-two scan/read'; 'the pragmatic-two scan/read'; 'the read-through'; and 'the provisional-mark'. In addition, Milanovic et al identified 11 linguistic features that raters claimed to focus on when rating: length, legibility, grammar, structure, communicative effectiveness, tone, vocabulary, spelling, content, task realisation and punctuation. Although the researchers were unable to obtain any exact data regarding the effect of these linguistic elements on the final scores, they were able to provide some insights into the possible weight attributed to each element while rating. In terms of grammatical features, for instance, while raters often spoke about mistakes 'impeding meaning', it seemed that the majority of raters sought to balance grammatical accuracy with communicative competence, giving the latter a slight priority. The most subjective compositional element identified by Milanovic et al was content. In relation to this element, Milanovic et al noted that raters' personal responses to the content of a script most often influenced students' final score. This finding supports previous research which has also found that raters were most influenced by the content of a written script when rating holistically (Freedman 1979).

**Rater consistency in competency-based assessment**

The research literature discussed thus far has been based on the use of holistic scoring procedures in the direct assessment of second language writing ability. However, competency-based models of language and literacy education, like that represented by the CSWE, do not employ such methods of assessment. Only recently have researchers begun to investigate the reliability of competency-based second language assessment procedures.

Unpublished research conducted by Jones (1993) into rater consistency in the assessment of competencies at Certificate II level of the CSWE indicated high
levels of overall rater agreement for most competencies. While this finding is not particularly informative in itself, Jones' study does, however, provide some useful data on the interpretation of performance criteria. Jones found, for instance, that some of the relativistic terminology used in the performance criteria statements (e.g. ‘mostly appropriate’; ‘mostly correct spelling’) was difficult for raters to interpret.

Burrows (1994) conducted a pilot study to examine the reliability of the assessment of two written competencies at Certificate II level: Competency 10 (Can write short reports relevant to further education) and Competency 11 (Can write short essays relevant to further education). Data was collected from seven teachers from six different Adult Migrant Education Services (AMES) regions and a total of 77 texts were examined. Using a coding system based on a systemic functional view of grammar, Burrows statistically analysed two features of the written texts: correct and incorrect uses of English at the discourse level and incorrect uses of English at the lexicogrammatical level. On the basis of her analysis, Burrows found that the teachers rating the written texts were responding to the same features within the texts to make their assessment decisions. In other words, raters were referring to the prescribed performance criteria statements when making their assessments. The results also indicated that reliable assessment occurred, particularly at the lexicogrammatical level. On the basis of these findings, Burrows concluded, at least for the two written competencies examined, that there was a high degree of rater reliability.

Brindley (forthcoming) investigated the ratings awarded by a group of 12 trained CSWE assessors to 72 written texts which had been submitted by AM E5 teaching centres as ‘benchmark’ examples of the competency in question. He found that the assessors did not consistently agree that the benchmark texts were in fact examples of minimal competency achievement. The assessors also showed a good deal of variability both in their interpretation and application of individual performance criteria.

Quantitative analysis of ratings revealed that the performance criteria were of a different order of difficulty. Brindley concluded that careful attention needs to be paid to the way in which the tasks are specified in order to ensure that the relevant features of performance are elicited. He also suggested that some performance criteria may be superfluous or inappropriate to the task at hand and may need to be revised.

### Aims and objectives

The brief overview of research reported above suggests that, despite recent developments in the field of holistic assessment, there remains a distinct lack of qualitative process data about readers as they ‘make decisions about written products and shape their judgments to the parameters of the assessment instrument that they are applying’ (Hamp-Lyons 1990). Nowhere is this lack of qualitative data more obvious than in relation to competency-based second language writing assessment.

As a contribution to the line of research undertaken by Cumming, Vaughan and Milanovic et al, this study therefore sets out to investigate the decision-making strategies and behaviours adopted by raters when directly assessing second language writing ability within the context of a competency-based curriculum and assessment framework.

Specifically, the study aims to:

- Examine the degree to which the criteria used to assess written competency within Certificate II of the CSWE can ensure acceptable levels of rater consistency.
- Describe and investigate the decision-making strategies and behaviours adopted by raters when assessing written texts.
- What reading strategies and behaviours do raters exhibit when assessing written texts?
- What features of written texts do raters focus on when making assessment judgments?
Methodology

Setting and subjects
Silverlake English Language Centre provided the setting for the study. This centre is located in a large culturally diverse suburb in metropolitan Melbourne. It is funded by the Federal Government through the Adult Migrant English Program (AMEP) to provide specialist language and literacy tuition for on-arrival/settlement students and is nationally accredited to deliver the CSWE.

The six informants/raters selected for the study all taught at the Silverlake English Language Centre and were employed by Adult Multicultural Education Services (AMES) Victoria. Informants were all chosen on the basis of their experience in assessing second language writing ability within the CSWE and on their interest in second language assessment issues. All informants had been trained in the principles of competency-based second language assessment and all had participated in regular CSWE assessment moderation sessions.

Data collection
Each rater was first asked to assess the same three written texts according to the prescribed CSWE performance criteria for that competency — in this case, Competency 14 (Can write a short recount). (See Figure 4). The three texts were then photocopied and given to each rater in exactly the same order and at exactly the same time as it was felt that sequencing the texts differently may introduce inconsistency and affect rating behaviour. In addition, the texts were not altered in any way. Following the think-aloud procedures described by Ericsson and Simon (1980), raters were then asked to give a verbal report on their assessments for each written text. It was made explicit to raters that the report should consist of think-aloud, stream-of-consciousness disclosure of thought processes while assessing and should be unedited and unanalysed. Raters were instructed not to switch the tape recorder off until they had completed their assessments. All raters recorded their assessments individually in the interview room of the Silverlake English Language Centre during the normal course of the working day.

Analysis
The recorded think-aloud verbal protocols were transcribed in full and then reviewed impressionistically to develop a coding scheme. The transcripts were analysed in a number of stages. First, the transcriptions of each individual
raters’ think-aloud verbal reports for each of the three texts assessed were analysed in order to determine the degree of consistency with which raters classified the text and the performance criteria. For both the purposes of this study and for the purposes of CSWE recording and reporting requirements, ‘A’ or Achieved represented a pass and ‘P’ or Partially Achieved represented a fail.

Second, the transcriptions of the think-aloud verbal reports were read through, categorised and analysed a number of times to identify the ways in which individual raters interpreted and applied the performance criteria statements. ‘Interpretation’ was defined as the way in which key terms in the performance criteria statements were defined and operationalised by raters. ‘Application’ was defined as the way in which raters’ interpretations of the performance criteria statements were applied to their assessment of the texts. Once these individual interpretations and applications had been identified, they were then compared with each other in order to investigate whether or not raters were interpreting and applying the performance criteria in similar ways.

Next, the individual think-aloud verbal reports were analysed holistically in order to identify the reading strategies or styles used by raters when making their assessments. In order to identify raters’ reading strategies, each rater’s think-aloud verbal reports were analysed for comments and patterns of response that suggested that they were reading in different ways.

Finally, the transcripts were analysed in order to identify the textual features that raters commented on when making their assessment judgments. A ‘comment’ was defined as a meaningful unit in the form of a phrase, a word, a clause or a whole sentence. These units were identified and frequency counts made. Following this, the comments were grouped into nine general categories based on both the categories identified in previous research and those that emerged from the data analysis.

Results

The presentation of the results will be structured around four key questions:

1 Do the criteria which have been designed to directly assess second language writing ability within the Certificates in Spoken and Written English II result in consistency of assessment?

2 How do raters interpret and apply the assessment criteria when assessing written texts?

3 What reading strategies do raters exhibit when assessing written texts?

4 What textual features do raters focus on when making their assessment judgments?

Rater consistency

Table 29 shows that the overall level of rater consistency was relatively high; that is, the six raters generally were in agreement as to whether the texts achieved the competency or not.

Table 29: Rater consistency in text classification

<table>
<thead>
<tr>
<th>Text 1</th>
<th>Maria</th>
<th>Bill</th>
<th>Natasya</th>
<th>Dean</th>
<th>Andrew</th>
<th>Anne</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion i</td>
<td>P</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>Criterion ii</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>A</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>Criterion iii</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Criterion iv</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Criterion v</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Criterion vi</td>
<td>P</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>A</td>
</tr>
<tr>
<td>Assessment</td>
<td>P</td>
<td>A</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>A</td>
</tr>
</tbody>
</table>

| Text 2 | Criterion i | A | A | A | A | A | A |
| Criterion ii | A | A | A | P | A | A |
| Criterion iii | A | A | A | A | A | A |
| Criterion iv | A | A | A | A | A | A |
| Criterion v | A | A | A | A | A | A |
| Criterion vi | A | A | A | A | A | A |
| Assessment | A | A | A | P | A | A |

| Text 3 | Criterion i | A | A | A | A | A | A |
| Criterion ii | A | A | A | A | A | A |
| Criterion iii | A | A | A | A | A | A |
| Criterion iv | A | A | A | A | A | A |
| Criterion v | A | A | A | A | A | A |
| Criterion vi | P | A | A | A | A | A |
| Assessment | P | A | A | A | A | A |

A = achieved/ P = partially achieved
As Table 29 shows, Text 1 was judged to have partially achieved the competency by four of the six raters while Text 2 and Text 3 were both judged to have achieved the competency by five of the six raters.

In terms of individual patterns of response to the assessment of the three texts, Table 1 indicates that Bill and Anne judged all three texts to have achieved the competency, Natasya and Andrew judged two of the texts to have achieved the competency and Maria and Dean judged one of the texts to have achieved the competency. There was less agreement among raters, however, at the level of individual performance criteria, particularly in relation to the assessment of Text 1, in terms of both the total number of performance criteria achieved and the type of performance criteria achieved.

Of the three texts assessed, Text 1 was the most problematic in terms of rater consistency. Not only was there a lack of agreement among raters as to whether or not Text 1 achieved the competency overall, there was also lack of agreement at the level of individual performance criteria. The six raters were in substantial disagreement in relation to the number and type of performance criteria that the text was able to successfully demonstrate. In other words, there was no agreement among raters as to why the text failed to achieve the competency.

Raters’ reading strategies

Analysis of the data revealed that three identifiable reading strategies or styles were used in the assessment process. These will be referred to as the ‘read-through-once-then-scan’ approach, the ‘performance criteria-focused’ approach, and ‘the first-impression-dominates’ approach. Each approach is discussed below.

‘Read-through-once-then-scan’ approach

The first reading strategy identified, the ‘read-through-once-then-scan’ approach, was adopted by two raters, Maria and Dean. Raters adopting this strategy read through the text once. This initial reading of the text was conducted without a break in the reading flow, without comment and without judgment. Raters then scanned the text for evidence of the successful demonstration of each of the performance criteria statements. The ‘read-through-once-then-scan’ approach can be illustrated by the following comments.

Maria: I’m going to read Text 1 ... The student uses past tense correctly.
Anne: Before I do it I just want to read them to see what the sort of levels are like, and in relation to her first impression of Text 1, that's not bad actually, that's okay.

There were, however, variations between the two raters using this strategy. Bill, for instance read through the text without a break in the reading process, whereas Anne interrupted the reading process to comment on or correct errors.

Analysis of the data on rater reading strategies suggested that a relationship appeared to exist between the type of reading strategy adopted by raters and the number of texts judged to have achieved the competency. The results of this analysis are presented in Table 30.

**Table 30:** Relationship between reading strategy and number of texts passed

<table>
<thead>
<tr>
<th>Rater</th>
<th>Reading strategy</th>
<th>No. of texts passed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maria</td>
<td>Read through/scan</td>
<td>1 (Text 2)</td>
</tr>
<tr>
<td>Bill</td>
<td>First impression</td>
<td>3 (Text 1/2/3)</td>
</tr>
<tr>
<td>Natasya</td>
<td>Criteria focused</td>
<td>2 (Text 2/3)</td>
</tr>
<tr>
<td>Dean</td>
<td>Read through/scan</td>
<td>1 (Text 3)</td>
</tr>
<tr>
<td>Andrew</td>
<td>Criteria focused</td>
<td>2 (Text 2/3)</td>
</tr>
<tr>
<td>Anne</td>
<td>First impression</td>
<td>3 (Text 1/2/3)</td>
</tr>
</tbody>
</table>

As Table 30 indicates, raters adopting the ‘first-impression-dominates’ approach to reading passed the greatest number of texts, whereas raters using the ‘read-through-once-then-scan’ approach passed the least number of texts. In terms of the relationship between degree of rater consistency and the type of reading strategy employed, Table 30 indicates that, with the exception of raters using the ‘read-through-once-then-scan’ approach, raters adopting the same reading strategy were in full agreement with each other in terms of the number and type of texts they passed or failed.

**Textual features identified by raters**

Even though raters made their assessment judgments on the basis of the extent to which the texts met the performance criteria, they nonetheless commented on a range of textual features extraneous to the performance criteria. As Table 31 shows, grammar, organisation and coherence were the textual features commented on by the greatest number of raters.

**Table 31:** Features commented on by raters extraneous to performance criteria

<table>
<thead>
<tr>
<th>Feature</th>
<th>No. of raters who commented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grammar</td>
<td>5 (Maria, Bill, Dean, Andrew, Anne)</td>
</tr>
<tr>
<td>Organisation</td>
<td>4 (Bill, Natasya, Dean, Anne)</td>
</tr>
<tr>
<td>Coherence</td>
<td>3 (Bill, Andrew, Anne)</td>
</tr>
<tr>
<td>Sentence structure</td>
<td>2 (Maria, Natasya)</td>
</tr>
<tr>
<td>Punctuation/capitalisation</td>
<td>2 (Maria, Andrew)</td>
</tr>
<tr>
<td>Spelling</td>
<td>2 (Maria, Anne)</td>
</tr>
<tr>
<td>Handwriting</td>
<td>2 (Bill, Anne)</td>
</tr>
<tr>
<td>Length of text</td>
<td>2 (Bill, Anne)</td>
</tr>
<tr>
<td>Lexical choice</td>
<td>2 (Bill, Natasya)</td>
</tr>
</tbody>
</table>

**Table 32:** Relationship between extraneous textual features commented on and rater reading strategy

<table>
<thead>
<tr>
<th>Rater</th>
<th>No. of features commented</th>
<th>Feature most often commented on</th>
<th>Reading strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maria</td>
<td>4</td>
<td>Punctuation</td>
<td>Read through/scan</td>
</tr>
<tr>
<td>Bill</td>
<td>6</td>
<td>Coherence</td>
<td>First impression</td>
</tr>
<tr>
<td>Natasya</td>
<td>3</td>
<td>Sentence structure</td>
<td>Criteria focused</td>
</tr>
<tr>
<td>Dean</td>
<td>2</td>
<td>Grammar</td>
<td>Read through/scan</td>
</tr>
<tr>
<td>Andrew</td>
<td>3</td>
<td>Grammar</td>
<td>Criteria focused</td>
</tr>
<tr>
<td>Anne</td>
<td>6</td>
<td>Coherence</td>
<td>First impression</td>
</tr>
</tbody>
</table>
Bill and Anne, the two raters adopting the ‘first-impression-dominates’ approach to reading, commented on more extraneous textual features than other raters. On the other hand, Natasya and Andrew, the two ‘performance criteria-focused’ readers commented on the least number of textual features. In terms of the type of extraneous textual features commented on, analysis of the data suggests that with the exception of the two ‘first-impression-dominates’ readers, raters tended to display individual patterns of response.

**Discussion**

**Rater consistency**

The overall relatively high level of rater consistency for two of the three texts compares favourably with the levels of rater agreement that have been reported in studies using holistic methods of assessing writing ability. This would appear to suggest that competency-based performance assessments of second language writing ability are able to achieve comparable and, in some instances, higher levels of rater consistency than holistic scoring procedures. Such comparisons, however, are misleading for two reasons. First, raters assessing writing ability within a competency-based assessment framework are only required to make a binary yes/no judgment on whether or not a text achieves a competency, whereas holistic raters must assign scores. As a consequence, there is a greater margin for rater disagreement in holistic scoring based on the range of scores that can be assigned to a text. Second, overall levels of agreement may obscure differences at the level of individual performance criteria, particularly on those texts which are judged to have not achieved the competency. Caution must therefore be exercised when making comparisons between these two methods of assessment.

The results do, however, compare favourably with past research on inter-rater reliability in the assessment of competencies within the CSWE. Burrows (1994) and Jones (1993) also reported high levels of overall rater reliability, particularly in the assessment of written competencies, at both Certificate II and Certificate III. However, according to Brindley (1994:52), since agreement is only deemed to occur when all of the performance criteria have been met, overall levels of agreement give only a partial picture. Of perhaps greater interest is the degree of rater agreement at the level of individual performance criteria.

The finding that there was a high degree of overall rater consistency in terms of whether the texts achieved the competency or not obscures the fact that there was considerably less agreement, particularly in relation to Text 1, at the level of individual performance criteria. For example, while four of the six raters judged Text 1 to have failed to achieve the competency there was no agreement among raters in terms of the number and type of performance criteria the text failed to demonstrate.

At the level of individual performance criteria, the most problematic criteria at the discourse structure level were Performance Criterion i (Can use appropriate temporal staging) and Performance Criterion ii (Can use some conjunctive links) and, at the lexico-grammatical level, Performance Criterion vi (Can construct some sentences containing two clauses).

The finding that there was generally less agreement among raters at the discourse structure level than at the lexico-grammatical level, particularly in relation to Text 1, is consistent with the results reported by Burrows (1994). Analysis of raters’ think-aloud verbal reports suggests, however, that these differences may be due not so much to the nature of the productive written language skills being assessed, but to the way in which raters interpret and apply the individual performance criteria statements. These differences are discussed further below.

**Interpretation and application of Performance Criteria**

Analysis of raters’ think-aloud verbal reports suggests that individual raters interpret and apply performance criteria in a number of different ways. In situations where the text being assessed does not unambiguously demonstrate the achievement of a particular performance criterion, these differing interpretations may lead to low levels of rater consistency.

A number of performance criteria appeared to be particularly subject to varying interpretations. These were:

- Performance Criterion ii: Can use some conjunctive links, eg first, then, and, but
- Performance Criterion iii: Can use simple reference appropriately, eg pronouns and articles
- Performance Criterion iv: Can use vocabulary appropriate to the topic
- Performance Criterion v: Can use past tense and other past markers

Each of these criteria seemed to evoke different meanings for raters. Some raters strictly applied the specific examples of conjunctions provided in
In relation to Performance Criterion i, raters appeared to interpret the term ‘temporal’ in at least three different ways. Bill stated that:

I don’t really like this because I’m not really sure what this is um temporal, I’m not sure.

Natasya and Dean interpreted ‘temporal staging’ as meaning that the text must display a beginning, a middle and an end. On the other hand, Maria and Andrew interpreted it broadly as the logical ordering of events, while Bill and Anne interpreted it in terms of correctly sequenced prepositional time phrases. Despite this lack of consistency, however, both Text 2 and Text 3 were deemed to satisfy the requirements as far as temporal staging was concerned.

It is perhaps no coincidence that two of the three most problematic performance criteria, Performance Criteria ii and vi, contained the determiner ‘some’. As Anne commented in her assessment of Text 2:

Whatever some is I don’t know. How many do you want?

Raters clearly had different ideas concerning the number of obligatory features of writing which had to be demonstrated. For instance, in relation to Text 1, in their assessments of Performance Criterion ii (Can use some conjunctive links, eg first, then, and, but), Natasya noted that ‘only once did he use a conjunctive link in a sentence’, whereas Dean observed that ‘this person has three so I’ll say that’s achieved’. The finding that raters interpreted the term ‘some’ differently is consistent with studies by Alderson (1991) and Jones (1993), both of whom found that such relativistic terminology was difficult for raters to interpret.

In relation to Performance Criterion ii (Can use some conjunctive links, eg first, then, and, but), there was some concern expressed as to how strictly the examples given were to be applied to the text being assessed. For instance, Bill commented:

Not a lot of first, then and buts, only one or two throughout and mostly in the first paragraph. So I don’t know. Do you have to have first, then and but?

Those raters who strictly applied the examples to the text, Bill and Natasya, failed those texts which were unable to demonstrate their use but who were able to use other conjunctive devices. On the other hand, the examples provided for Performance Criterion iii (Can use simple reference appropriately, eg pronouns and articles) appeared to impact positively on the degree of rater consistency. Some raters required texts to demonstrate the use of both pronouns and articles, whereas other raters were satisfied with the use of pronouns alone. As a consequence, there was complete agreement amongst all raters that the three texts assessed satisfied this performance criterion.

The three performance criteria statements which were most problematic in terms of rater consistency all contained terms that were interpreted differently by raters. These were:

- Performance Criterion i: Can use appropriate temporal staging
- Performance Criterion ii: Can use some conjunctive links, eg first, then, and, but
- Performance Criterion vi: Can construct some sentences containing two clauses.

In relation to Performance Criterion i, raters appeared to interpret the term ‘temporal’ in at least three different ways. Bill stated that:

I don’t really like this because I’m not really sure what this is um temporal, I’m not sure.

Natasya and Dean interpreted ‘temporal staging’ as meaning that the text must display a beginning, a middle and an end. On the other hand, Maria and Andrew interpreted it broadly as the logical ordering of events, while Bill and Anne interpreted it in terms of correctly sequenced prepositional time phrases. Despite this lack of consistency, however, both Text 2 and Text 3 were deemed to satisfy the requirements as far as temporal staging was concerned.

It is perhaps no coincidence that two of the three most problematic performance criteria, Performance Criteria ii and vi, contained the determiner ‘some’. As Anne commented in her assessment of Text 2:

Whatever some is I don’t know. How many do you want?

Raters clearly had different ideas concerning the number of obligatory features of writing which had to be demonstrated. For instance, in relation to Text 1, in their assessments of Performance Criterion ii (Can use some conjunctive links, eg first, then, and, but), Natasya noted that ‘only once did he use a conjunctive link in a sentence’, whereas Dean observed that ‘this person has three so I’ll say that’s achieved’. The finding that raters interpreted the term ‘some’ differently is consistent with studies by Alderson (1991) and Jones (1993), both of whom found that such relativistic terminology was difficult for raters to interpret.

It is interesting to note the effect that the inclusion of ‘some’ had on the prescriptive nature of the performance criteria statements and, in turn, the effect that this had on rater consistency. It would appear, paradoxically, that the more prescriptive performance criteria statements were, the less agreement there was among raters. This finding is consistent with claims by Brindley (1998) who argues that even in cases where the assessment criteria are clearly specified, rater consistency remains a problem. On the other hand, Gipps (1994) suggests that the greater the amount of structure in performance assessment marking schemes, the more likely it is that raters will agree on the result. However, the possibility exists, as the results of this study suggest, that agreement among raters can conceal fundamental differences.

Despite the fact that raters interpreted and applied the performance criteria
statements in different ways, there was no evidence to suggest that raters were operating from their own personalised constructs and applying their own criteria in spite of, or in addition to, those they had been given. When making their assessment decisions, raters did not appear to refer to criteria which were not contained in the competency description. Nor did they appear to focus more heavily on the assessment of some criteria at the expense of others. This finding contradicts the claims of Brindley (1991) who argues that there is a tendency for raters to operate with their own criteria, irrespective of the criteria provided.

As the analysis suggests, raters adhered strictly to the performance criteria statements provided in making their assessments. Again, this trend is not supported in the literature. Caulley et al (1988), for instance, found that in making their assessments raters rarely referred to the assessment criteria at all. This contrasts sharply with the results of this study which found that raters constantly referred to the performance criteria statements when making their assessment judgments. In addition, analysis of raters' think-aloud verbal reports clearly demonstrated that when making their assessment judgments, raters justified their decisions with specific reference to concrete textual features in language consistent with the application of the specified assessment criteria.

It would appear, therefore, that the inconsistent ratings are attributable to raters' differing understanding of imprecisely defined terms such as 'temporal staging' and 'some conjunctive links', leading to a lack of agreement as to whether these specific performance criteria had been met. If this is so, then higher levels of rater consistency might be achievable if 1) they possessed a shared understanding of a small number of problematic terms which appear in a few performance criteria or 2) terms such as 'some' were simply removed from the assessment rubric altogether.

**Raters' reading strategies**

While raters assessed the texts according to the prescribed performance criteria statements, analysis of raters' think-aloud verbal reports revealed that raters adopted individual styles to the process of reading for the purposes of assessment. Three distinctive reading styles were identified: the 'read-through-once-then-scan' approach; the 'performance criteria-focused' approach; and the 'first-impression-dominates' approach. With the exception of the 'performance criteria-focused' approach, these reading strategies have previously been identified in the literature on holistic writing assessment. The 'performance criteria-focused' approach appears to be a previously unidentified reading strategy.

The finding that raters adopt individual approaches to the process of reading for assessment has considerable empirical support in the literature. Vaughan (1991) and Milanovic et al (1996) in their studies of rater reading strategies/styles in the assessment of second language writing ability using holistic techniques also found that raters exhibited characteristic strategies or styles of reading that stemmed from individual approaches to the process of assessment. Given the fundamental differences between holistic scoring and competency-based assessment, it was not expected that any commonality of reading style would exist between raters using these distinct forms of writing assessment. However, the reading strategy identified by Vaughan (1991) and Milanovic et al (1996) as the 'first-impression-dominates' approach or the 'read-through-once-then-scan' approach was exhibited by two of the raters in this study, Bill and Anne. While this approach to reading was characterised by a single reading of the text in order to gain an overall impression of its quality, the raters who adopted this approach still adhered to the performance criteria statements in order to arrive at their assessment decision. However, the performance criteria appeared to have less of a controlling influence on the reading behaviours of these raters than on raters who adopted other reading strategies.

The two raters who adopted the 'first-impression-dominates' approach, Bill and Anne, while not rating holistically, did, however, take a significantly more global view not only of the assessment process itself, but also of the possible consequences of their assessment decisions than did raters who adopted different reading styles. No notable differences were identified between raters who adopted the 'first-impression-dominates' approach and raters who used the 'performance criteria-focused' approach to reading. In fact, raters adopting these two reading strategies were exclusively focused on the performance criteria and their assessment decisions appeared to have been made on the basis of the criteria alone. Differences did exist, however, between those raters adopting the 'first-impression-dominates' approach to reading and those raters using other strategies. Analysis of the data revealed that raters adopting the 'first-impression-dominates' approach differed from the other raters in five significant areas: the number of texts passed, the application of the performance criteria statements, the number and type of textual features commented on, the comparison of texts, and the consequences/implications of assessment decisions.
In terms of the number of texts judged to have achieved the competency, the results of this study suggest that a relationship existed between reading strategy and the number of texts passed. The two raters who judged all three texts to have achieved the competency both adopted the ‘first-impression-dominates’ approach, whereas the two raters who adopted the ‘performance criteria-focused’ approach both passed two texts and the two raters who adopted the ‘read-through-once-then-scan’ approach both passed one text. This finding has significant implications for the training of raters because, although extremely tentative, it implies that some reading strategies or styles may result in higher levels of rater consistency in the direct assessment of writing ability than others. It also implies, perhaps more significantly, that even though some reading strategies may result in greater levels of agreement between raters, such approaches to reading may not be consistent with the underlying principles of competency-based assessment.

In terms of the interpretation and application of the performance criteria statements, the type of reading strategy adopted by raters did not appear to affect raters’ interpretations; however, patterns of rater response indicated that in relation to Performance Criterion v (Can use past tense and other past markers), a clear relationship existed between the reading strategy adopted by raters and the application of this performance criteria statement. Raters adopting the ‘first-impression-dominates’ approach, Bill and Anne, consistently ignored the use of past markers in their assessment of this performance criteria across the three texts. On the other hand, the ‘read-through-once-then-scan’ approach raters, Maria and Dean, consistently assessed both the use of past tense and the use of past markers. This suggests that the ‘first-impression-dominates’ approach raters do not apply some of the performance criteria statements as strictly as raters using the ‘read-through-once-then-scan’ approach. To a certain extent, it might be expected that the ‘first-impression-dominates’ approach raters would adhere less strictly to the application of the performance criteria, compared to other raters, given the nature of this reading strategy. It might also be expected that raters adopting the ‘performance criteria-focused’ approach to reading would apply the performance criteria statements more strictly than raters adopting other reading strategies. However, analysis of the data revealed that this was not the case. In fact, there was very little agreement between the two raters using the ‘performance criteria-focused’ approach in terms of their application of the performance criteria. Again, we may speculate that, with the exception of the ‘first-impression-dominates’ raters, irrespective of the reading strategy adopted, raters displayed highly individualistic approaches to the interpretation and application of the performance criteria statements.

Textual features identified by raters

In relation to the number and types of comments relating to textual features made by raters adopting different reading strategies, analysis of the data clearly revealed that raters using the ‘first-impression-dominates’ approach commented on a greater number of textual features than did other raters. Of the nine textual features commented on by raters, the two raters using the ‘first-impression-dominates’ approach, Bill and Anne, both commented on six features. On the other hand, raters using the ‘performance criteria-focused’ approach, Natasya and Andrew, both commented on only three textual features. In addition, analysis of the data on the categories of textual features raters commented on indicates that raters using the ‘first-impression-dominates’ approach made more comments about textual coherence than any other category, whereas raters adopting other reading strategies generally confined their comments to lexico-grammatical features. This suggests that raters using the ‘first-impression-dominates’ approach to reading are possibly influenced by a greater number of textual features extraneous to the performance criteria statements, particularly at the discourse structure level, than are raters adopting different approaches. However, it is important to note that raters’ comments do not constitute unequivocal evidence of influence and it was not possible to obtain any insights regarding the effect these extraneous textual features had on assessment decisions. Suffice to say that reference to these features appeared to be interpretive or observational rather than judgmental.

Despite the fact that assessment within the CSWE is criterion-referenced, that is, texts are assessed against specific criteria and not against each other, both Bill and Anne compared the standard and quality of the texts that they assessed. Bill, for instance, in his assessment of Text 2 commented that: ‘I think it’s better than the first one.’ Similarly, in her assessment of Text 3, Anne commented that: ‘The other two seem to flow better.’ This apparent tendency for raters adopting the ‘first-impression-dominates’ approach to compare texts may, however, be a function of the strategy itself rather than of any individual idiosyncrasy.

Finally, both Bill and Anne commented on the consequences of their assessment decisions in terms of promoting learners to the next CSWE certificate level.
based on their assessment of a single text. Bill, for instance, in his assessment of Text 1 commented:

Do you pass a student and put him into Certificate III or do you keep them back because not every aspect is met? I think you have to take a global view.

On the other hand, Anne made the following observation:

I would call Text 1 an A- which means yes he has met all the things but I don't think it's good enough for Certificate II.

For Bill the concern was that while a text may not have achieved all of the performance criteria, it was unfair not to promote a learner to the next certificate level when, based on a 'first-impression-dominates' approach to reading, the text had satisfied the perceived standard required for learners at this certificate level. On the other hand, for Anne the concern was that while a text may have achieved all of the performance criteria, it was still not of the standard required for promotion to a higher certificate level. None of the other raters made any comments about the possible consequences or implications for learners of their assessment decisions.

This analysis suggests that raters adopting the ‘first-impression-dominates’ approach to reading bring to the assessment process an internalised and personalised view of what constitutes an acceptable quality or standard of writing that may be impervious to control, despite the existence of very specific performance criteria. This view, related to the issue of rater expectation, is consistent with the position taken by Huot (1990) who has argued that writing assessment procedures create a tension between the control necessary to achieve rater consistency and the natural variability present in the fluent reading of raters who possess a range of expectations as readers. The fact that the performance criteria appeared to have a diminished controlling effect on those raters adopting the ‘first-impression-dominates’ approach to reading than on those raters adopting other reading strategies, strongly suggests that it is not a reading strategy well suited to competency-based assessment.

Influences on rater judgment of writing ability

The finding that textual features relating to organisation and coherence were commented on by raters more than any other textual feature, particularly those adopting ‘the first-impression dominates approach’, has considerable support in the literature on holistic first language writing assessment. Diederich et al (1961), Jones (1978), Freedman (1979) and Huot (1990) have all reported that when rating holistically, raters are generally most concerned with organisation. The finding that grammar was a feature most commented on by raters was not supported by the literature on first language writing assessment. In fact, past research in this area has generally concurred that raters are not particularly sensitive to grammatical features when rating holistically. However, in the field of second language writing assessment, past research has shown that, in addition to coherence and organisation, holistic raters are also influenced by grammar. Vaughan (1991), for instance, found that content, organisation and grammar were the textual features most commented on by raters while O'Loughlin (1994) found that in assessing ESL texts, ESL teachers focused primarily on content, organisation, grammar and cohesion.

It would appear, therefore, that irrespective of the assessment procedure being used (ie holistic versus competency-based), raters are focusing on similar textual features during the process of reading for assessment. The key difference, however, is that holistic raters base their assessment decisions primarily on these features, whereas competency-based raters, as the results of this study indicate, are predominantly focused on the features specified in the performance criteria. References to extraneous textual features by the raters in this study were more likely to be a function of the competency descriptor's evidence guide rather than factors directly influencing assessment decisions.

While raters adopting the ‘first-impression-dominates’ approach to reading commented on more textual features than other raters, analysis of their think-aloud verbal reports suggested that such comments were observational rather than judgmental. This finding is supported by Cumming (1990) who also found that raters use both interpretive and judgmental strategies in order to evaluate writing ability. Unfortunately, it was beyond the scope of this study to obtain any definitive data on the influence of these extraneous textual features on raters' assessment decisions. However, analysis of raters' think-aloud verbal reports strongly suggests that the influence of such features on raters' assessment decisions was negligible, irrespective of the reading strategy adopted.

The factor which appeared to have the most influence on the assessment decisions of the two ‘first-impression-dominates’ raters was not related to any extraneous textual feature at all. Rather, it was related to the issue of the promotion of learners to higher certificate levels based on the assessment of one writing sample. In this sense the ‘first-impression-dominates’ raters tended to
be more 'global' in terms of their assessment judgments, possibly because they were aware that their decisions had implications beyond the classroom. A possible explanation for Bill and Anne's tendency to rate globally can be found in their individual profiles. Unlike the other raters, Bill and Anne both experienced the transition from the needs-based learner-centred curriculum of the 1980s to the competency-based model of the 1990s. In terms of assessment, this meant a transition from a curriculum framework in which learning outcomes were not systematically measured or reported to one in which formal summative assessment requirements were mandated. The possibility thus exists that Bill and Anne may have brought to the assessment process a set of beliefs and attitudes about the role and purpose of second language assessment which were at odds with some of the explicit competency-based assessment principles of the CSWE. In other words, the decision-making behaviours of Bill and Anne may reflect the tension identified by Brindley (1998:47) between the need to carry out detailed individual assessments for the purposes of diagnosis and feedback to learners and the requirement to report on learners' progress against national competency standards in order to meet accountability requirements.

Assessment is a political issue, particularly competency-based assessment with its origins in the discourse of economic rationalism and its emphasis on reporting and accountability. This emphasis, combined with a trend towards tying language and literacy education funding to benchmarked competency outcome statements (see Ross, Chapter 6, this volume), has meant that teachers' assessment decisions and judgments are becoming increasingly political in nature. For some teachers, the politicisation of assessment may be an issue, particularly for those who experienced the shift from proficiency-based to competency-based models of assessment (Bottomley et al 1994). We may speculate that the possibility also exists that teachers may have some residual resistance to the changed role and purpose of assessment which may be reflected in their decision-making behaviours. Although it was beyond the scope of this study to investigate the issue of the 'resistant rater', this is an area of interest in which further research could be directed.

Conclusions and implications

Conclusions
The aim of this exploratory, qualitative study was to examine the degree to which the criteria used to directly assess written competency within the Certificate in Spoken and Written English II can ensure acceptable levels of rater consistency and to describe and investigate the decision-making strategies and behaviours adopted by raters when assessing competency-based second language writing ability.

Given the relatively small number of raters and texts used, the results and conclusions presented in this study are naturally tentative and are not generalisable beyond the sample from which the data was drawn. In addition, in terms of the method of data collection employed by this study, it is important to note that a think-aloud verbal report is not a complete record of one's cognitive activity and thus it cannot be claimed with certainty that it represents an accurate portrayal of the thought processes used by raters when making assessment decisions. However, despite these methodological limitations, a number of tentative conclusions can be drawn which may shed light on the previously neglected field of rater consistency and judgment in the field of competency-based second language writing assessment.

Considering the question of whether the criteria used to assess written competency in the CSWE can ensure acceptable levels of rater consistency, the results of this study suggest that the overall level of rater agreement was quite high at the level of the whole text. However, it was considerably lower at the level of the individual performance criteria. Analysis of the data revealed that while raters interpreted and applied the performance criteria statements in a range of ways, they nonetheless based their assessment decisions on the extent to which the texts demonstrated the performance criteria. The finding that these raters did assess according to the assessment guidelines, while not supported in the literature, strongly suggests that raters operating within competency-based assessment frameworks do adhere to explicit statements regarding required levels of performance or competency.

In terms of the decision-making strategies and behaviours employed by raters when assessing competency-based second language writing ability, it was found that raters displayed highly individual approaches to the process of reading for the purposes of assessment. This finding has considerable empirical support in the literature. Despite the identification of three distinct reading strategies, irrespective of the reading strategy adopted, raters continued to base their assessment decisions on the performance criteria provided. However, it was noted that the performance criteria statements appeared to have a less controlling effect on raters adopting the 'first-impression-dominates' approach to reading than on raters adopting other reading strategies. In addition, raters adopting
the ‘first-impression-dominates’ approach to reading commented on a greater number of textual features extraneous to the performance criteria than did other raters. Moreover, they appeared to be more conscious of the possible wider implications of their assessment judgments. It was suggested that this may, in part, be related to raters’ perceptions, beliefs and attitudes about the changing role and purpose of second language assessment as represented by the competency-based model. Finally, while all raters commented on a range of textual features extraneous to the performance criteria, such comments tended to be a function of observational or interpretive assessment strategies rather than judgmental ones. Again this finding was supported in the literature.

**Implications**

Based on these findings and tentative conclusions, a number of implications may be drawn relating to the nature of the CSWE performance criteria statements, the professional development and training of raters, and the need for further research.

In terms of the interpretation and application of performance criteria, analysis of raters’ think-aloud verbal reports strongly suggested that raters had difficulty interpreting and applying some of the relativistic terminology used to describe performance. One course of action that could be considered to address this problem is to remove such terms from the performance criteria statements altogether. Analysis of the data also suggested that some prescriptive examples used in the performance criteria statements were difficult to apply. These exemplars could also be removed.

The finding that raters adopted a range of reading strategies has significant implications for the training of raters for it implies that some reading strategies may be less suited to competency-based writing assessment than others. For example, the finding that the performance criteria statements appeared to have a diminished controlling effect on raters adopting the ‘first-impression-dominates’ approach to reading suggests that this strategy, while resulting in a high degree of rater agreement, is not consistent with the principles of competency-based assessment. It was beyond the scope of this study to explore this issue in greater detail. However, it is clearly an area in which future research effort needs to be undertaken. If it can be established that some reading strategies result in consistently higher levels of rater agreement than others while still reflecting competency-based assessment principles, then perhaps professional development programs could be directed towards the training of raters in the use of such approaches to reading for the purpose of assessment.

The question of the extent to which teachers’ beliefs and attitudes about the role and purpose of assessment are reflected in their decision-making behaviours is one worth pursuing, particularly given the increasingly political nature of the competency-based assessment process. Future research in this area, utilising a range of data collection techniques, may provide valuable insights into this previously neglected area of research.

Finally, in order to increase our knowledge and understanding of rater judgments in the direct assessment of competency-based second language writing ability, more qualitative studies of rating processes such as the present study should be conducted. Such studies will need to investigate, on the one hand, the question of how and why raters make the assessment judgments they do and, on the other, the function and role that rating procedures, reading strategies and teacher beliefs have in this process. This is the challenge for future research.

**Note**

1 For the purposes of confidentiality, pseudonyms were used to identify the centre and the informants.
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Individual differences and learning outcomes in the Certificates in Spoken and Written English

Steven Ross

Introduction

Investigations of learning outcomes in the Certificate in Spoken and Written English (CSWE, NSW AMES 1998) competencies between 1996 and 1998 have revealed considerable variation across individual clients (Ross 1997, 1998). Comparisons of patterns of successful certificate achievement have also indicated considerable variation in the impact of the 510 hours of instruction on CSWE program outcomes. Results of the outcomes research suggest that there may be individual differences factors that, beyond the initial assessment of ASLPR level, differentially promote and even constrain the likelihood of eventual achievement of competencies and certificate awards. The present chapter aims to identify some of these factors so as to promote a process of classifying clients at placement into the AMEP (Adult Migrant English Program) which can more accurately reflect individual profiles and needs.

Individual differences in language learning

From a program administration viewpoint, it is often puzzling as to why CSWE clients, given equal instruction and starting from the same proficiency level, do not complete CSWE competencies at a constant pace. In order to understand this phenomenon, it needs to be recognised that adult language learning is not a linear process. Considerable second language research (Ellis 1996; Larson-Freeman and Long 1991) has suggested that there are cognitive stages of language learning through which adult second language learners appear to progress differentially, often independent of the influence of their first language (Pienemann 1984; Pienemann and Johnston 1986). Other accounts of this phenomenon have posited constellations of affective factors (Anderson 1982; Gardner 1985) which serve to slow down the process of
acquisition, leading to learning ‘plateaus’ — often reflected in fossilisation of interlingual forms such as idiosyncratic grammars (Gass and Selinker 1994). Arrested language learning indicates that there may be deeper social and psychological factors that influence the speed and ultimate attainment of adult second language learners (Schumann 1978). Factors such as language learning motivation and aptitude (Carroll and Sapon 1959; Erhman 1996; Skehan 1991; Sasaki 1996) have been the object of a good deal of research. Further, there are individual difference factors related to experience prior to exposure to formal instruction in adulthood (Bialystok 1997; Birdsong 1992; Singleton 1989; Long 1990; Scovel 1988). Experiential factors suggest a ‘readiness’ phenomenon that is likely to interact with affective, social, and cognitive influences (Stern 1976; Walberg 1978).

The complex constellation of factors described above is not well understood, however, and tends to be subsumed under the general rubric of ‘individual differences’ (Bley-Vroman 1989; Skehan 1989, 1991). Whether case studies of language learning are involved (Schumann 1978; Schmidt 1983), or cross-sectional differences in language learning outcomes are examined, the impact of individual differences appears to be pervasive. Individual differences are thus the starting point for the analysis of differential outcome patterns in the CSWE.

Since this analysis is essentially ex post facto — relying on archival data — the focus will of necessity be on experiential sources of individual differences, in other words, on biographical variables. A more comprehensive picture of the phenomenon would need to include an examination of a much wider range of affective, social-psychological, cognitive and experiential factors (Gardner and Tremblay 1994).

Several variables related to individual differences were considered in the analyses. All of these variables were derived from the AMEP Research Management System (ARM S) database. Those considered in this cross-sectional research on individual difference factors are sex, language distance, age, length of residence in Australia, education in the home country, tertiary education experience in the home country, and hours of instruction in the CSWE program. The aim of the research is to identify the most important factors that may yield optimal information for predicting differential outcomes in the CSWE program.

**Variables**

The following is an outline of the procedures used in the CSWE profiling project, which is intended to provide an optimal set of diagnostic variables influencing differential rates of achievement on the CSWE. The variables of interest are either part of the ARM S database, or derived from it. These variables are also known in second language research as being relevant to processes impacting on outcome differences in second language acquisition by adults.

The ARM S database was edited so as to yield samples with complete records in each CSWE level. The key criterion for inclusion into the profile database was non-missing date of arrival record in the ‘date of arrival’ (DOA) field in ARM S. Thereafter, based on the other fields in ARM S, a few new categories were generated for the profile project. These were:

- **Language Distance** (LDist), which was operationalised as an ordinal-scaled variable. Criteria for the scaling were:
  a) orthography (alphabetic, syllabic, ideograph);
  b) canonical word order (SVO, SOV, OVS, etc.);
  c) typological grouping (Germanic, Latinate, Slavic, Altaic, Sino-Tibetan, etc).

Languages closest to English were given the highest proximity value (eg Dutch or German). The most distant languages (eg Cantonese and Korean) were given the lowest.

- **Tertiary Education** (Tert) was updated from ARM S so as to provide a parallel variable to years of education (Edu) already contained in ARM S.

- **Length of Residence** (LOR) was calculated from the reported date of arrival in Australia. The scale is relative to the most recent arrival in the sample taken. Thus, if the most recent arrival in a given sample is ‘01/12/97’, all other clients in the sample are scaled to show a LOR relative to this date. The unit of measurement is ‘days in country’.

- **Competencies Achieved** (Comps) were tallies taken directly from ARM S. However, for the purpose of consistency checking, even and odd competencies were tallied to create both a total count and an odd plus even tally for some analyses and reliability checking.

The initial data set retains all of the ARM S information plus the new categories: Client ID, Language Code, Language Descriptor, Sex, Age, Migration Category, Country of Birth, Education in the Home Country, Randomisation Code, Hours in Program, Awards, Level & Band, CSWE Competencies, Certification Code. For the baseline data set in each certificate, a single master...
PACE is a code indicating the total number of CSWE competencies achieved — though here the coding variable corresponds to fewest (slow), median (average), and most (fast). Again, RAND serves as the basis of cross-validation and model testing. In the test set (eg EVEN), discriminators of PACE are forced into the discriminant model after hours has been used to define the PACE variable (described in detail below). Significant predictors of the PACE categories are then recombined into an optimal discriminant expression. In the cross-validation run, the weights from the test set are used to predict membership in the observed PACE categories in the ODD data set.

The Stg1SEM data set includes nine measured variables which are the basis of input into a structural equation model. The model is designed to isolate major groupings of ARMS variables into subsets of ‘indicators’. These are then tested for fit to the observed data. The nine variables are organised into four measurement models with measured indicators and latent variables. Each of these compete as influences on the achievement of CSWE competencies so as to test the stability of differences related to characteristics of the individual (LDist and Age) relative to home-country education (indicated by Edu and Tert). The same structural model is then compared across the three CSWE levels while holding LOR and Hours in Program constant.

A further collation of data was performed in order to provide a back-up set of analyses with non-linear statistical assumptions. This was accomplished with logistic regression. Here, the CSWE tallies of competencies were recoded to indicate ten or more competencies achieved. This code represented CSWE certification. A sum of less than ten competencies was coded as a non-certification. Thereafter, all of the co-varying factors were used as predictors of the dichotomous certification outcome.

The data were also collated into distinct subsets based on different native languages. Here, Arabic, Bosnian, Mandarin, and Vietnamese were sampled (n = 1200 each) with a view to assessing the cross-linguistic stability of the putative individual difference factors. The main aim of the non-linear analysis was to examine whether the same factors promote or constrain the likelihood of certification across first language groups. The cross-language analysis allows for a close-up examination of the predictors and the extent to which they may differentially function across first language groups.

The logistic regression analysis was also done for each migration category. Here, the five categories of migration were collated into separate data sets for

---

**Figure 5: ARMS data categories**

The derivation of sub-files is shown in Figure 5.

**Databases**

The three sub-files were used for different types of analyses; Stg1Path was the input to a recursive (time-mediated) path analysis. The goal of the path analysis is to identify direct and indirect paths (standardised regression weights) to the total number of competencies achieved. The RAND code serves to provide a basis for cross-validation through parallel analyses of odd and even case records. As in outcomes descriptions, the odd and even tallies provide an index of replicability.

Stg1Disc is the input file to a three-group linear discriminant function analysis. The goal here is to estimate discriminant function weights for each direct discriminator of slow, average and fast paced learner categories. The variable PACE is a code indicating the total number of CSWE competencies achieved — though here the coding variable corresponds to fewest (slow), median (average), and most (fast). Again, RAND serves as the basis of cross-validation and model testing. In the test set (eg EVEN), discriminators of PACE are forced into the discriminant model after hours has been used to define the PACE variable (described in detail below). Significant predictors of the PACE categories are then recombined into an optimal discriminant expression. In the cross-validation run, the weights from the test set are used to predict membership in the observed PACE categories in the ODD data set.
the purpose of exploring whether the same factors promote or constrain each group's probability of CSWE certification. We may assume that if predictors are stable across language groups and migration categories, they will serve as the most important key variables in the deeming process without particular qualification.

Analyses

The preliminary analysis was devised in order to obtain a general picture of factors that have direct and indirect impacts on the acquisition of CSWE outcomes. The first method used, a recursive path analysis, orders the measurements in a chronological sequence so as to find individual differences in each time co-varying with consequential differences. These are then used to estimate relative influences on CSWE in direct and indirect paths. This analysis can be considered exploratory, since it is restricted to Certificate I competencies.

The first wave of factors are sex, age, and language distance, which are considered immutable aspects of each client's background. They also represent factors that exist prior to migration to Australia. The second wave is also made up of pre-migration factors, but can be understood as those potentially affected by some or all of the first wave of factors. The second wave of factors, education in the home country and years of tertiary education, may also have a potential 'downstream' impact on program participation, and may be influenced by sex, age, or language distance.

Figure 6 shows the final path model used. The single-headed one-direction arrows indicate a non-random path ($p < .05$) from an earlier individual difference factor to a subsequent factor. The rightmost variable is the total number of CSWE competencies achieved. Paths may be direct from a variable to CSWE competencies, or indirect, if they are mediated by an intervening variable. Curved paths indicate correlations between pre-migration factors.

The recursive path analyses were done twice for a randomly sampled Certificate I data set ($n = 6948$). This data set was split into odd and even halves for the two separate analyses. The object of the split of tallies was to find consistent path (standardised regression weights) across the samples. These are reported in Table 33.

Table 33: CSWE Certificate I cross-validation results

<table>
<thead>
<tr>
<th>Correlations</th>
<th>Even (N = 3488)</th>
<th>Odd (N = 3460)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex with Age</td>
<td>-.10</td>
<td>-.08</td>
</tr>
<tr>
<td>Age with LDist</td>
<td>-.04</td>
<td>-.015</td>
</tr>
<tr>
<td>Sex to Edu</td>
<td>-.041</td>
<td>-.05</td>
</tr>
<tr>
<td>LDist to Edu</td>
<td>.085</td>
<td>.05</td>
</tr>
<tr>
<td>Age to Tert</td>
<td>.226</td>
<td>.223</td>
</tr>
<tr>
<td>Edu to Tert</td>
<td>.229</td>
<td>.250</td>
</tr>
<tr>
<td>LDist to LOR</td>
<td>-.135</td>
<td>-.100</td>
</tr>
<tr>
<td>Edu to LOR</td>
<td>-.051</td>
<td>-.070</td>
</tr>
<tr>
<td>Tert to LOR</td>
<td>-.055</td>
<td>-.070</td>
</tr>
<tr>
<td>Sex to Hours</td>
<td>.089</td>
<td>.070</td>
</tr>
<tr>
<td>Edu to Hours</td>
<td>.048</td>
<td>.050</td>
</tr>
<tr>
<td>LDist to Hours</td>
<td>.056</td>
<td>.090</td>
</tr>
<tr>
<td>LOR to Hours</td>
<td>.160</td>
<td>.160</td>
</tr>
<tr>
<td>Age to Comps</td>
<td>-.174</td>
<td>-.164</td>
</tr>
<tr>
<td>LDist to Comps</td>
<td>.054</td>
<td>.034</td>
</tr>
<tr>
<td>Edu to Comps</td>
<td>.135</td>
<td>.136</td>
</tr>
<tr>
<td>Tert to Comps</td>
<td>.097</td>
<td>.072</td>
</tr>
<tr>
<td>Hours to Comps</td>
<td>.679</td>
<td>.685</td>
</tr>
<tr>
<td>Regressions</td>
<td>$R^2 = .538$</td>
<td>$R^2 = .537$</td>
</tr>
</tbody>
</table>

Figure 6: CSWE Certificate I recursive path model of competencies achieved
It can be seen from Table 33 that the largest indirect paths are between age and education, and between education and tertiary education. The former indicates that the older the migrants are in the sample, the more likely they are to have completed relatively more years of education in their home countries. The path from education to tertiary education suggests that clients with the most years of basic education are more likely to have relatively more tertiary education. Language distance shows a negative path to length of residence. This suggests that recent migrants in the CSWE program tend to be native speakers of languages relatively distant from English. Length of residence in Australia has a positive path to hours of tuition in the program. This comes as no surprise.

Certainly not all factors have a direct influence on CSWE outcomes (Comps). Indirect paths can be identified by connecting single-headed arrows from downstream variables which have an impact on CSWE. If downstream variables have arrows pointing at them, we can infer that the leftmost variables with paths connected downstream affect CSWE competency achievements indirectly. By way of example, we can observe this phenomenon in the path from Sex to Education (small and negative), which suggests that female migrants have slightly less basic education than do males. This factor does not have a direct influence on CSWE. Rather, we find that education has a direct influence (.135) on CSWE competencies.

Direct paths, in contrast, show unmediated influences on CSWE outcomes. Here we can see that age has a direct negative impact on CSWE. Older learners progress at a slower rate of achievement than younger learners. Education in the home country has a direct positive influence on the achievement of competencies. Education may indicate first language literacy, which may be a powerful prerequisite for adult second language reading development. It also may be an indicator of cognitive development for adult learners.

The most obviously important factor is tuition hours in the CSWE program. Given the nature of the competency-based curriculum, hours of tuition lead directly to CSWE competencies in such a manner that it is not possible to assess achievements of non-participants in the CSWE program. The path between Hours and Comps can also be used as a ‘control’ so as to allow other individual factors to ‘compete’ while holding Hours constant. The structural equation section of this study is conducted in this manner.

### Structural equations

Following the recursive path analysis, the eight variables of interest derived from ARMS were then recombined into measurement models (measured indicators of latent variables). The combinations of measured variables and latent variables were then combined into a structural equation model. Structural equation models facilitate empirical analyses of competing explanatory influences on variables of interest. In the CSWE data, the acquisition of competencies are the main outcomes of interest. Previous educational experiences in the home country (Education and Tert) are compared with other potentially explanatory variables. Exposure to English, as indicated by length of residence (LOR) and hours of instruction in the AMEP (Hours) are modeled simultaneously with previous education, age, and language distance in order to discover the most important influences on the acquisition of competencies. In these analyses, we consider length of residence and hours of CSWE tuition to be ‘given’ influences on CSWE competency achievement. We will therefore hold this measurement model labeled Experience (Exper) constant for the purpose of comparing the three other paths thought to influence CSWE outcomes.

### Certificate I competencies

Variables from the ARMS database were combined into sets of indicators. The indicators (rectangles) together may create a latent factor (oval). For instance, hours of instruction in the AMEP and length of residence in Australia together indicate a factor which we will call ‘exposure’ to English. Home country education and tertiary education together indicate another factor called ‘learning’. Client age and native language are singleton variables which cannot be combined into an indicator set, so these remain as measured influences (rectangles) on the acquisition of competencies. Note also that CSWE is here defined as a latent variable indicated by the odd and even competencies from the ARMS database. For Certificate I, individual difference data from 9447 learners were randomly sampled from ARMS.

The model (shown as Figure 7) allows us to test the relative influence of single variables and measured indicator sets on the acquisition of CSWE competencies. The indicators and variables create competing paths of influence on CSWE. Each path from an indicator or variable is unique in that it provides a unique and standardised index of that indicator or variable's influence on CSWE while all other variables and indicators are held constant. The figure on each path shows the magnitude of the indicator or variable's influence in standard deviation units of influence on CSWE.
Certificate II competencies

In order to test the consistency of the same model at the next CSWE level, new data were modelled using the same hypothesis as that shown in the Certificate I structural equation. Here, 7555 Certificate II learners were randomly sampled from the ARMS database. Figure 8 shows the results of the analysis on Certificate II.

The paths appear to differ in magnitude in Certificate II. The relative importance of the three competing paths, however, is consonant with Certificate I. There is an increased importance of pre-migration learning in Certificate II. Age appears to be less of a constraint at this Certificate level, while language distance remains insignificant as an influence on CSWE outcomes.

Certificate III competencies

Certificate III tallies are based on the total number of competencies achieved in any of the three streams of the Certificate III syllabus — Community Access, Further Study, or Vocational English. Since clients are placed into Certificate III after the Australian Second Language Proficiency Ratings (ASLPR) assessment, or have progressed through the curriculum to reach the highest level, it is likely that Certificate III clients are faster paced learners than clients in Certificates I or II.

A double-headed curved arrow between latent indicators (ovals) indicates that there is a non-causal correlation between the indicator sets.

The structural equation model for Certificate I indicates that learning experiences prior to migration to Australia (Learn — indicated by years of basic education and years of tertiary education) is the most important factor when exposure to English (Exper — indicated by hours of CSWE instruction and length of residence in Australia) is controlled. Client age is a constraint on CSWE outcomes, while language distance (LDist) appears to have little effect. Each path is shown as a standardised regression coefficient, which indicates the percentage change in one standard deviation unit of the CSWE that increases or decreases with one standard deviation change in the latent or measured variable from which the arrow comes. The double-headed curved arrow shows the correlation between pre-migration learning and program participation. This figure suggests that better educated clients are likely to participate in the CSWE program longer than less educated clients.

The cognitive development variable suggests that the tasks of literacy and adult second language acquisition are promoted by pre-migration literacy in the first language. Age, in contrast, can be seen to slightly constrain the achievement of CSWE competencies. The ordinal code for language distance, in contrast appears to have relatively little unique effect on CSWE when other paths are controlled.
A third linear analysis was undertaken with the goal of finding the optimal predictive weights associated with individual difference variables gleaned from the ARMS database. Here again, Certificate I data was used for the purpose of model building. The linear discriminant analysis aims to identify measured variables that best discriminate among distinct classifications. In this study, the classifications of interest are empirically-derived profiles of ‘slow’, ‘average’, and ‘fast’ CSWE Certificate I clients. The classification method was based on identifying records in the ARMS database that could be distinctly classified according to the following criteria:

**Slow Pace**
CSWE clients who had achieved a number of competencies which was fewer than one standard deviation below average Certificate I competencies after more than a standard deviation of hours of tuition above the Certificate I average.

**Average Pace**
CSWE clients with average numbers of competencies achieved — defined as within one-half a standard deviation from the Certificate I average, and who had used within one-half a standard deviation from the Certificate I average of tuition hours.

**Fast Pace**
CSWE clients who had used less than one standard deviation of tuition hours in Certificate I, but who had achieved more than one standard deviation above the Certificate I average number of competencies. Figure 10 sketches the manner in which the PACE coding was devised.

The Certificate I data set was split into two equal halves based on the last digit of the client ID number. The even-numbered half was used as the training set, and the odd-numbered half was saved as the test set. In both data sets a new variable PACE was included so as to make the comparison of training set results relative to the test set results. The PACE variable was operationalised as the code denoting each client's empirical learning pace as evidenced through competencies achieved relative to hours of CSWE tuition used. The PACE criteria are shown in Figure 10.
A linear discriminant analysis was first performed on the even half of the Certificate I data set. This analysis included all of the variables shown in Figure 5 in the box labelled Stg1Disc. Not all of the ARMS variables, however, appear to provide discriminating information about individual differences in the PACE variable. The criterion for retention in the model was set at p < .01, which allows a reduction of variables in the training set for the final discriminant model. Table 35 summarises the most significant variables.

It appears that the main variables showing an influence on Comps in the first two linear analyses done, the Path Analysis and the Structural Equation Model of Certificate I, also serve to discriminate among the learning pace classifications. This result constitutes corroborating evidence that a subset of ARMS variables serve to differentiate among CSWE outcomes. The extent of the classification accuracy in the discriminant analysis can be observed graphically. Figure 11 shows a scatterplot of the individual learning pace group members relative to their own group centroids. The latent roots are the average discriminant functions for each group on each function.

Figure 11 provides a visual display of the extent of discrimination among the empirically-derived learning PACE variable. As the first step in the discriminant analysis, the training study indicates that the subset of four variables (home country education, age, length of residence in Australia, and tertiary education) are the best discriminators of the actual acquisition of CSWE. The next step of the analysis was to examine the accuracy of the training set classifications on the test set, which was in fact the odd halves of the Certificate I sample.
After the cross-multiplication based on the discriminant weights from the training set, each client's classification 'weight' was derived by adding the constant for each PACE category to the sum of the client's data multiplied by the classification weights from the training study:

\[
\text{replace all} \quad \text{awght with} \quad \text{acon} + \text{eduwght1} + \text{agewght1} + \text{lorwght1} + \text{terwght1}
\]

\[
\text{replace all} \quad \text{bwght with} \quad \text{bcon} + \text{eduwght2} + \text{agewght2} + \text{lorwght2} + \text{terwght2}
\]

\[
\text{replace all} \quad \text{cwght with} \quad \text{ccon} + \text{eduwght3} + \text{agewght3} + \text{lorwght3} + \text{terwght3}
\]

The final step in the preparation of the test set was to predict the learning pace of the odd half sample based on the discriminant functions derived from the even half. This was done with the creation of a new variable 'predpace', or prediction of learning pace. A client would be predicted to be slow, average or fast pace if his/her individual difference profile data in ARMS had a 'weight' characteristic of a slow, average or fast (a, b or c) profile client:

\[
\text{replace all} \quad \text{predpace with 1 for} \quad \text{awght > bwght .and. awght > cwght}
\]

\[
\text{replace all} \quad \text{predpace with 3 for} \quad \text{cwght > bwght .and. cwght > awght}
\]

\[
\text{replace all} \quad \text{predpace with 2 for} \quad \text{bwght > awght .and. bwght > cwght}
\]
The empirical test of the predicted pace was conducted by cross-tabulating the actual learning pace in the test set (odd half) by the predicted learning pace derived from the training set (even half). Figure 12 shows the 'hit rate' or accuracy of the predicted versus observed PACE outcomes for the test set.

The highest bars coinciding with the classifications reflect prediction accuracy. It can be observed that the coincidence of predicted (PREDPACE) and observed (PACE) is highest for the slow ('1') and average paced ('2') clients in the test set. The fast profile ('3') has the largest error rate. This outcome suggests that there is some confound in the prediction process for the classification of fast paced learners in Certificate I of the CSWE program.

The three linear methods used to explore individual differences (path analysis, structural equation modelling, and discriminant analysis) all have distributional assumptions that cannot be consistently met across the three levels of the CSWE curriculum. For this reason, we will consider also the same variables using non-linear regression, which does not make strong assumptions about the distribution characteristics of the predictors. The non-linear models will thus serve to cross-validate the pictures of the relative importance of individual difference factors we have observed so far.

**Non-linear models**

The first set of logistic regressions was performed on four different language groups. These particular groups were chosen in order to capture the language distance factor ranging from relative proximity to English (Bosnian) to distant from English (Mandarin). The non-linear analyses were done on Certificates I and II only because there are insufficient cases in the database for accurately modelling Certificate III with its three different tracks.

The logistic regression functions analogously to linear regression in that the predictors can be evaluated as independent sources of influence on the outcome. Here, the outcome is the likelihood of certificate achievement in the respective CSWE levels. The statistic of interest is the odds ratio, which indicates the odds of a change in the probability of certification if there is a one unit change in the predictor variable. For instance, with an odds ratio of 1.5 for Tert, there would be a positive change in the odds of certification by a multiplicative factor of 1.5 for each year of tertiary education.

The convention we will follow in these analyses is to mark the statistically significant odd ratios with a ‘+’ in order to indicate that there is a positive influence on certification, and a ‘−’ to indicate that there is a significant constraint on certification with one unit change in the predictor variable.

The first analysis is Certificate I certification for the four language groups sampled from ARMS. The positive influences are Edu and Hours of instruction (Table 36). Since hours is a 'given' influence on certification, it will not be discussed in subsequent analyses. Age is a consistent constraint on certification at this level. As age increases by one year, there is a monotonic change in the likelihood of not achieving Certificate I. It is worthy of note that Edu is the most influential predictor for three of the language groups. For the Mandarin speakers, however, it appears that education does not influence certification as expected. This may suggest that reporting criteria among the Mandarin speakers in Certificate I may be different from other clients, or that the impact of basic education in the PRC may not influence second language development the way it does for other clients. Client Band appears not to provide consistent information about progress, although it may be noted that there is considerable difference in the relative size of the odd ratios among the groups.

**Table 36: Odds ratios for Certificate I by language group**

<table>
<thead>
<tr>
<th>Certificate</th>
<th>Arabic</th>
<th>Bosnian</th>
<th>Mandarin</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>0.986</td>
<td>0.915</td>
<td>1.135</td>
<td>0.961</td>
</tr>
<tr>
<td>Edu</td>
<td>1.121+</td>
<td>1.141+</td>
<td>1.038</td>
<td>1.148+</td>
</tr>
<tr>
<td>Tert</td>
<td>1.150+</td>
<td>1.081</td>
<td>1.088</td>
<td>1.124</td>
</tr>
<tr>
<td>Age</td>
<td>0.972-</td>
<td>0.975-</td>
<td>0.961-</td>
<td>0.975-</td>
</tr>
<tr>
<td>Hours</td>
<td>1.009+</td>
<td>1.009+</td>
<td>1.009+</td>
<td>1.009+</td>
</tr>
<tr>
<td>Band</td>
<td>1.140</td>
<td>0.800</td>
<td>1.249</td>
<td>1.143</td>
</tr>
<tr>
<td>LOR</td>
<td>0.999-</td>
<td>0.999-</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

The picture for Certificate II is similar (Table 37). At this level we find that education (Edu) shows a consistent influence on the outcomes for all of the groups. Age once again constrains achievement. When we compare the influence of Tert, only the Bosnian group's reported tertiary education has an impact on CSWE certification likelihood. In Certificate I, only the Arabic group's Tert showed an effect. From these discrepancies, we can infer that tertiary education in fact varies across groups — having predictive power for some, and no power for others.
Another interesting outcome in this analysis is that age does not appear to be a constraint among the different client migration categories. We noted that among language groups, age appeared to be a near universal constraining factor. While the odds ratios for age across groups are less than one (meaning a small constraint), only one of the five classes shows a significant effect.

The situation for Certificate I follows the overall pattern revealing basic education to be a significant promoting factor. But for Certificate II, the age factor re-emerges as a significant constraint in all five categories. Tertiary education promotes certification for the Concessional, Skilled, and Other migrant categories. In Certificate II, Band also emerges as predictor of certification for three out of the five categories.

Table 37: Odds ratios for Certificate II by language group

<table>
<thead>
<tr>
<th>Certificate II</th>
<th>Arabic</th>
<th>Bosnian</th>
<th>Mandarin</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>1.003</td>
<td>1.181</td>
<td>1.147</td>
<td>1.030</td>
</tr>
<tr>
<td>Edu</td>
<td>1.242+</td>
<td>1.295+</td>
<td>1.099+</td>
<td>1.410+</td>
</tr>
<tr>
<td>Tert</td>
<td>1.150</td>
<td>1.172+</td>
<td>1.085</td>
<td>1.154</td>
</tr>
<tr>
<td>Age</td>
<td>0.958-</td>
<td>0.930-</td>
<td>0.947-</td>
<td>0.953-</td>
</tr>
<tr>
<td>Hours</td>
<td>1.011+</td>
<td>1.014+</td>
<td>1.010+</td>
<td>1.011+</td>
</tr>
<tr>
<td>Band</td>
<td>1.445</td>
<td>1.467+</td>
<td>1.273</td>
<td>1.252</td>
</tr>
<tr>
<td>LOR</td>
<td>1.000</td>
<td>1.001</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

The second phase of the non-linear analysis involved comparing different migration categories in order to see if the same set of predictors across language groups turn up when migration category is the basis for data selection. Table 38 lists the outcomes of the logistic regression analysis based on migration category for Certificate I outcomes.

Education (Edu) was found to be significant for four out of the five migration categories. Among the Skilled category of migrants, education does not seem to be a predictor, possibly because there is less variance among clients in terms of basic education among these CSWE clients. Tertiary education shows an impact for Humanitarian and Skilled migrant categories, but not in the expected directions. Tertiary education appears to be a constraint among the Humanitarian class clients, while it appears to advantage the Skilled class clients. Further investigation of this discrepancy could reveal unique characteristics of the Humanitarian class clients.

Table 38: Odds ratios for Certificate I by migration category

<table>
<thead>
<tr>
<th>Certificate I</th>
<th>Concess</th>
<th>Family</th>
<th>Humanit</th>
<th>Skilled</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>1.081</td>
<td>1.044</td>
<td>1.000</td>
<td>1.233</td>
<td>1.034</td>
</tr>
<tr>
<td>Edu</td>
<td>1.136+</td>
<td>1.105+</td>
<td>1.145+</td>
<td>1.021</td>
<td>1.065+</td>
</tr>
<tr>
<td>Tert</td>
<td>1.051</td>
<td>1.021</td>
<td>0.799-</td>
<td>1.097+</td>
<td>1.120</td>
</tr>
<tr>
<td>Age</td>
<td>0.989</td>
<td>0.979-</td>
<td>0.994</td>
<td>0.986</td>
<td>0.987</td>
</tr>
<tr>
<td>Hours</td>
<td>1.008+</td>
<td>1.007+</td>
<td>1.006+</td>
<td>1.007+</td>
<td>1.008+</td>
</tr>
<tr>
<td>Band</td>
<td>0.923</td>
<td>0.892</td>
<td>1.145</td>
<td>1.322+</td>
<td>1.472+</td>
</tr>
<tr>
<td>LDist</td>
<td>0.998</td>
<td>0.929</td>
<td>1.029</td>
<td>0.886-</td>
<td>0.940</td>
</tr>
<tr>
<td>LOR</td>
<td>1.000</td>
<td>0.999-</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999-</td>
</tr>
</tbody>
</table>

The logistic regressions based on language groups and migration category suggest that there are within-subgroup individual difference factors that exist at the micro level of analysis. They also reveal that home-country education is the most consistent covariate with CSWE success, while age tends to be a constraint. The similarity of the odds ratios across the language groups corroborates the results of the linear analyses — that language distance as it is constructed here does not appear to show a consistent influence on CSWE outcomes one way or another.

Summary

The linear and non-linear analyses of the CSWE competencies have tested a number of ARMS variables as useful predictors of outcomes. These findings are summarised in Table 40.
Table 40: Summary of individual differences analyses

<table>
<thead>
<tr>
<th>Analysis Method</th>
<th>Variables</th>
<th>Path Analysis</th>
<th>Structural Equations</th>
<th>Discriminant Analysis</th>
<th>Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Edu</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Tert</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LDist</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These findings have a range of implications for the process by which AMEP clients are classified at entry to the Program (currently known as ‘deeming’) and for the deeming procedure itself. The relative importance of education in the home country as a consistent indicator of CSWE success cannot be understated. This variable is the most important of those in the ARMS database. Client age is also of clear importance in streaming the clients into Levels and Bands. If there is a need to simplify the deeming process to as few factors as possible, the initial intake interview (presumably ASLPR) plus accurate information about home country formal education and client age would be minimally sufficient to optimally place clients.

If a more thorough deeming process is feasible and desired, other information about tertiary education and length of residence in Australia could be added. However, whether or not the addition of these variables would make the procedure more accurate than the more abbreviated procedure is a question for future research.

Finally, the logistics of implementing a standard deeming procedure probably demand a standardised procedure. The ideal solution would be a computerised process that prompts the intake interviewer for information about new clients. This information would then be input to an ‘expert system’ which could then identify the optimal CSWE Level and Band for a new client. Such a system is likely to expedite the process of deeming and lead to a better delivery of the CSWE curriculum.
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Appendix 1

Australian Second Language Proficiency Ratings

Ingram and Wylie 1984

Abbreviations
S = speaking
L = listening
W = writing
R = reading
L1 refers to the native language
L2 or second language refers to the non-native target language
wpm = words per minute

Note: The authors acknowledge their debt to the FSI scale in the initial development stages of the ASLPR.
Zero proficiency

General Description

S:0 Zero proficiency
Unable to function in the spoken language.
Oral production is limited to, at most, occasional isolated words. Essentially no communicative ability

L:0 Zero proficiency
Unable to comprehend the spoken language.
Essentially no comprehension of even the most simplified and slowed speech.

W:0 Zero proficiency
Unable to function in the written language.
Essentially unable to communicate in writing, even though, if the L1 uses the same alphabet as the L2, may be able to form the letters and copy word shapes.

Comment
Learners at this level could include persons unable to read or write in any language, persons able to read or write in a language (other than the L2) which does not use the Roman alphabet, or persons able to read or write in a language (other than the L2) which uses a Roman alphabet.

R:0 Zero proficiency
Unable to comprehend the written language.
Essentially no comprehension of even isolated words or simple phrases.

Comment
Learners at this level could include persons unable to read or write in any language, persons able to read or write in a language (other than the L2) which does not use the Roman alphabet, or persons able to read or write in a language (other than the L2) which uses a Roman alphabet.

Initial proficiency

S:0+ Initial proficiency

General Description
Able to operate only in a very limited capacity within very predictable areas of need. Vocabulary limited to that necessary to express simple elementary needs and basic courtesy formulae. Syntax is fragmented, inflections and word endings frequently omitted, confused or distorted and the majority of utterances consist of isolated words or short formulae. Utterances rarely consist of more than two or three words and are marked by frequent long pauses and repetition of an interlocutor’s words. Expression is often excessively marked by culturally inappropriate non-verbal features and sympathetic noises. Pronunciation is frequently unintelligible and is strongly influenced by first language. Can be understood only with difficulty even by persons such as officials or teachers who are used to speaking with non-native speakers or in interactions where the context strongly supports the utterance.

Examples of specific tasks (ESL)
Can give own name, age, address, phone number, number of children, nationality, ethnic group or country of origin of the family, and name of first language. Can use some basic greetings; can say yes, no, pardon, excuse me, please, thank you, sorry. Can spell out own name and those of family. Can make simple purchases where pointing or other gesture can support the verbal reference.

Comment
Areas of need may be those the learner experiences daily or that are regularly encountered through the objectives and teaching situations in the course followed. Interference from socio-cultural factors is particularly marked at this level and may inhibit language performance (eg if the L1 culture regards contradiction as impolite, yes-no questions may always be answered yes even though the correct answer is no and the no answer form has been mastered). Distortion of word endings may involve omission, addition or substitution of phonemes or allophones.

The ability to differentiate between surname, given names etc will depend on previous learning experiences and need not reflect upon language proficiency.
**L:0+ Initial proficiency**

**General Description**

Able to comprehend only a very restricted range of simple utterances within the most predictable areas of need and only in face-to-face situations with people used to dealing with non-native speakers.

Can comprehend only very simple requests for basic information where context makes the nature of the request predictable and the forms closely match the formulae learnt. Can comprehend the simplest sentence structures only when supported by the context or other redundant features. Comprehends few non-verbal features not found in own culture. While listening, tends to make excessive use of ‘sympathetic’ features (eg nod, yes, thank you, repetition of speaker’s words).

**Examples of specific tasks (ESL)**

Can comprehend memorised items in situations experienced in the learning environment. Can comprehend simple, predictable requests in predictable forms for personal and family information (name, date of birth, country of origin, language, telephone number, occupation). Less predictable questions are frequently interpreted as statements despite structure, intonation and context. Can comprehend basic time modifiers (eg today, tomorrow) and days of the week. Can comprehend basic directions such as turn left or turn right. Can comprehend two-word numbers (eg thirty-six) or three-digit numbers with numerals isolated (eg one six four), can comprehend high frequency sums of money provided that each unit (dollars, cents) does not exceed this complexity (eg ten dollars thirty-five). Can comprehend nod or shake of head, indication of direction, (pointing, beckoning), extension of hand.

**W:0+ Initial proficiency**

**General Description**

Able to write clearly a limited number of words or short formulae pertinent to the most predictable areas of everyday need.

Can provide basic information of immediate relevance in isolated words or short formulae. Can write with reasonable phonetic accuracy short words that are in his or her oral vocabulary. Has sufficient memory for word shapes to write recognisably (if not with formal accuracy) short words pertinent to written needs.

**Examples of specific tasks (ESL)**

Can copy names of everyday objects, names of shops and street signs. Can write own name, address, age, date of birth or arrival in the country, and those of family. Can write short, familiar, mainly one-syllable words when said aloud by self or others, not necessarily with correct spelling but with reasonable phonetic accuracy.

**Comment**

By writing is intended the ability to transfer sound into script. Whether acceptable cursive writing as well as print can be used at the lowest proficiency levels will vary according to the learner’s background. Ability to read cursive writing will depend on similar factors but also on the writer’s letter formation.

**R:0+ Initial proficiency**

**General Description**

Able to read only a limited range of essential sight words and short simple sentences whose forms have been memorised in response to immediate needs.

Where the language has an alphabet, can recognise most printed letters; can comprehend commonly encountered names and other isolated words whose forms have been memorised and which are relevant to everyday needs; can read most of them aloud, but comprehensibility may suffer because of sketchy knowledge of sound-symbol correspondence and inaccurate articulation. Is generally unable to recode unfamiliar words into sound except where considerable transfer from L1 to L2 is possible.
Examples of specific tasks (ESL)
Can identify the names of own family and place of living; can recognise names of common shops and familiar street signs (eg Keep Left, Keep Right, Walk, Don't Walk). Can identify and read aloud the names of common everyday objects as learnt in response to survival needs, though not necessarily with correct pronunciation.

Comment
Reading involves, most fundamentally, obtaining meaning from script, but related developments include sound-symbol correspondence and recoding word or sentence shapes into sound. At this level the beginnings of sound-symbol correspondence and visual memory for word shapes are emerging. The length of time needed to reach them will vary according to the learner's previous level of literacy, the scripts (if any) in which literacy exists, and the transferability of the sound-symbol relationships from the L1 to the L2.

Elementary proficiency
S:1- Elementary proficiency

General Description
Able to satisfy immediate needs using learned utterances.

The first signs of spontaneity and flexibility are emerging but there is no real autonomy of expression; there is a slight increase in utterance length but frequent long pauses and repetition of interlocutor's words still occur. Can ask questions or make statements with reasonable accuracy only where this involves short memorised utterances or formulae. Most utterances are telegraphic and word endings (both inflectional and non-inflectional) are often omitted, confused or distorted. Vocabulary is limited to areas of immediate survival needs. Can differentiate most phonemes when produced in isolation, but when they are combined in words or groups of words, errors are frequent and, even with repetition, may severely inhibit communication even with persons used to dealing with such learners. Little development in stress and intonation is evident. May make inappropriate use of sympathetic noises and gesture.

Examples of specific tasks (ESL)
Can produce utterances in fragmentary grammar which may consist of, eg no more than noun, verb and modifier. Can give in fragmentary utterances and with much repetition such personal details as name, address, nationality, marital status, occupation, date and place of birth, date of arrival in country or other event. Can not use English over the telephone except in the most limited contexts where the information given or request made is highly predictable (eg to request an interpreter from the Telephone Interpreter Service). Can make simple purchases by stating what is wanted and asking the price, but only where the context supports the verbal message. Can buy tickets on public transport using utterances such as Two returns Central, please. Can indicate time by such phrases as next week, last Friday, in November, three o'clock, two-twenty. Can spell out name and address.

Comment
The extent of use of sympathetic noises and gesture is heavily influenced by cultural background and personality.

L:1- Elementary proficiency

General Description
Able to comprehend readily only utterances which are thoroughly familiar or are predictable within the areas of immediate survival needs.

In less familiar utterances, still tends to identify and respond to isolated words which will often cause misunderstanding and inappropriate responses. Still heavily dependent on face-to-face contact. Although able to recognise many basic patterns of structure and intonation, tentative grammatical knowledge will still cause many sentence meanings to be confused. Can comprehend only the commonest nonverbal features and has a developing awareness of some variants of them.

Examples of specific tasks (ESL)
Can comprehend requests for personal details (name, age, address etc) and short statements about others. Frequently interprets questions as statements unless repeated and redundantly marked by sentence structure, Wh-word, strong intonation, or context. Comprehends commands, requests and simple directions relating to how to get from X to Y only when supported by obvious nonverbal features. Cannot comprehend telephone, radio or television. Can comprehend three digit numbers if said deliberately (eg 2 3 6) and sums of money of equivalent difficulty (eg $159.95). Comprehends basic time phrases such as 2.20, 3 o'clock, next week, in November. Readily comprehends simple
past present and future tenses only if supported by an appropriate modifier. Can comprehend minimal variants of basic non-verbal features such as assent, negation or indication of direction.

Comment
Ability to comprehend sums of money is strongly influenced by cultural, vocational, personality and situational factors.

W:1- Elementary proficiency
General Description
Able to write with reasonable accuracy short words and brief familiar utterances.

Where the language has an alphabet, can form all letters; can write with reasonable phonetic and formal accuracy basic personal details and the names of everyday objects. Can write a short simple sentence or brief instruction relating to matters in areas of immediate need or with which he or she is very familiar.

Examples of specific tasks (ESL)
Can write short, familiar words with reasonable accuracy though may need to sound them out. Can write a phrase or short sentence (not necessarily accurately) to give basic details about self and family, to reply to a query, or to convey simple information (eg to identify a photograph or a familiar scene). Can copy short written sentences (eg giving directions how to go from X to Y).

R:1- Elementary proficiency
General Description
Able to read short simple sentences and short instructions.

Can recognise and name most of the letters of the printed alphabet (both upper and lower case if found in the language). Can read short, original sentences of one clause on familiar topics. Fluency is restricted by syntactic knowledge, vocabulary, cultural knowledge and inability to handle longer sentences or the discourse structure of even short texts. Silent reading may be accompanied by oral recoding. Word recognition may depend heavily on sounding out the letters. Aware of the more frequent sound-symbol correspondences, but errors will still occur frequently.

Examples of specific tasks (ESL)
Can identify and read aloud common words (eg names of shops and everyday objects). Can read aloud with reasonable accuracy words containing familiar sound-symbol correspondences, though stress-patterns may be faulty. Can comprehend short written directions (eg to go from X to Y) or simple one-sentence instructions (eg arranging time and place to meet). Can understand commonest abbreviations in daily usage such as Mr, Mrs, am and pm.

Minimum survival proficiency
S:1 Minimum survival proficiency
General Description
Able to satisfy survival needs and minimum courtesy requirements.

In areas of immediate need or on very familiar topics, can ask and answer simple questions, initiate and respond to simple statements, and maintain very simple face-to-face conversations. Vocabulary inadequate to express anything but the most elementary needs; fractured sentence structure and other grammatical errors are frequent; strong interference from L1 occurs in articulation, stress and intonation. Misunderstandings frequently arise from limited vocabulary and grammar and erroneous phonology, but, with repetition, can generally be understood by native speakers in regular contact with foreigners attempting to speak their language. Little precision in information conveyed owing to tentative state of grammatical development and little or no use of modifiers. Has not developed skills in a specialist register, though, where such a register has been experienced, may have acquired some relevant items.

Examples of specific tasks (ESL)
Despite hesitations, fractured syntax and many repetitions, can give personal information and maintain very simple conversations on topics that are familiar or of personal interest; can express likes and dislikes in areas of particular interest; can make an introduction and use basic greeting and leave-taking expressions; can ask and tell time of day, day and date; can make simple transactions in shops, post offices or banks; can verbalise inability to understand, ask for slower repetition of utterance, spelling of name or address. Depending on need and previous experience, can order a simple meal, ask for shelter or lodging, ask and give simple directions (eg tell someone how to get from X...
to Y); can use public transport (buses, trains, and taxis, ask for basic information, ask and give directions, and buy tickets).

Comment
Modifying devices or modifiers are those forms (eg verb forms, adjectives, adverbs, phrases, clauses etc) that are used to modify and qualify ideas and give precision to the expression of thought.

L:1 Minimum survival proficiency
General Description
Able to comprehend enough to meet basic survival needs.
Can comprehend short utterances and some longer ones provided the content is familiar to him or they are in response to his own simple questions pertinent to personal details or survival needs in his everyday life. Only common social formulae or other short, simple, familiar utterances are readily understood; otherwise, requires frequent repetition, redundancy, or paraphrase and a slow deliberate rate of utterance. Lacks discourse mastery and generally unable to relate even a short series of utterances. Has very limited ability to cope with specialist registers though may comprehend some items pertinent to areas of activity which have been experienced.

Examples of specific tasks (ESL)
Can comprehend simple directions relating to how to get from X to Y, by foot or public transport; can comprehend time of day, day and date, and appointments; can cope with only simple verbal number operations. Can respond to simple high frequency instructions in familiar situations (eg school or work); comprehends less predictable utterances in familiar situations if said slowly and deliberately (eg 80–100 wpm). Has great difficulty in using a telephone or comprehending radio or television. Comprehends only the most frequently occurring contracted forms (eg I'm, it's, don't, can't, won't, isn't). Is, to only a limited extent, sensitive enough to suprasegmental, non-verbal and other paralinguistic features to discriminate ‘tone’ of utterances (eg polite, rude, friendly, unfriendly etc.).

Comment
Familiar situations could include those regularly encountered in work, school, leisure etc.

W:1 Minimum survival proficiency
General Description
Able to satisfy basic survival needs.
Can write all letters of the alphabet and copy most sentences accurately. Can write personal details and a short series of sentences about things that are familiar (not necessarily with formal accuracy in lexis and syntax but comprehensibly). Longer utterances or longer series of utterances tend to lose coherence.

Examples of specific tasks (ESL)
Can fill in uncomplicated forms with personal details (name, address, nationality, marital status). Can write simple sentences, including brief instructions (eg to door-to-door vendors). Can copy from written script quite accurately the sorts of information indicated in R:1. Can copy down, when presented orally, name, address, appointment and simple directions. Can fill out bank deposit and withdrawal forms. Can produce a short series of simple sentences on a familiar topic (eg personal details for a job application, short simple narration of an everyday occurrence, postcard).

R:1 Minimum survival proficiency
General Description
Able to read personal and place names, street signs, office and shop designations, numbers, isolated words and phrases, and short sentences. Can recognise and name all the letters in the printed version of the alphabet (both upper and lower case if found in the alphabet). Can read simple sentences with ease, but may have difficulty with sentences of greater complexity. Can read and comprehend (but not necessarily fluently) very short, syntactically simple texts concerning his everyday life (cf L:1), but has considerable difficulty in comprehending texts with more complex discourse structure.

Examples of specific tasks (ESL)
Can read uncomplicated forms requiring basic personal details (name, address, nationality, marital status) but will require help in comprehending others. Can comprehend short, high frequency traffic signs, shop designations, bus and traffic destinations, basic timetables, and common English language menus. From lists (eg street directory, index) can isolate the information required. Can
use the ‘Yellow Pages’ to find a tradesman. Can read a notice for a function and identify the nature, name, location, date and time of the event. Can read a short series of simple sentences narrating an everyday event. Can comprehend and act on a short series of simple instructions for using an everyday object (provided they do not contain unfamiliar specialist vocabulary).

Survival proficiency

S:1+ Survival proficiency

General Description

Able to satisfy all survival needs and limited social needs. Developing flexibility in a range of circumstances beyond immediate survival needs. Shows some spontaneity in language production but fluency is very uneven. Can initiate and sustain a general conversation but has little understanding of the social conventions of conversation; grammatical errors still frequently cause misunderstanding. Limited vocabulary range necessitates much hesitation and circumlocution. The commoner tense forms occur but errors are frequent in formation and selection. Can use most question forms. While basic word order is established, errors still occur in more complex patterns. Can not sustain coherent structures in longer utterances or unfamiliar situations. Ability to describe and give precise information is limited by still tentative emergence of modification devices. Aware of basic cohesive features (eg pronouns, verb inflections), but many are unreliable, especially if less immediate in reference. Simple discourse markers are used relating to closely contiguous parts of the text, but extended discourse is largely a series of discrete utterances. Articulation is reasonably comprehensible to native speakers, can combine most phonemes with reasonable comprehensibility, but still has difficulty in producing certain sounds, in certain positions, or in certain combinations, and speech may be laboured. Stress and intonation patterns are not native-like and may interfere with communication. Still has to repeat utterances frequently to be understood by the general public. Has very limited register flexibility, though, where a specialist register has been experienced, may have acquired some features of it.

Examples of specific tasks (ESL)

Can cope with less routine situations in shops, post office, bank (eg asking for a larger size, returning an unsatisfactory purchase), and on public transport (eg asking passenger where to get off for unfamiliar destination). Can explain some personal symptoms to a doctor but with limited precision. Can modify utterances to express uncertainty or the hypothetical by single word or other simple devices (eg possibly, I think) and has tentative use of if (conditional). Can use simple discourse markers such as so, but, then, because. Often makes inappropriate use of honorifics eg title without surname. In work situation can communicate most routine needs not requiring special register (eg out of expendable commodity or a machine overheating) and basic details of unpredictable occurrences, eg an accident Can ask the meaning of an unfamiliar word, or ask for the English word for a demonstrable item. Can generally use I, me, you, we, my, your, but other personal pronouns and possessive adjectives are often hesitant or wrong.

Comment

From this level on, the learner has a significant language repertoire permitting comprehension of texts containing an increasing number of unfamiliar language items or cultural references. The learner now has a sufficient language base to benefit greatly in language learning from out-of-class experience and to permit exploration of the language by inquiry from native speakers. The thrust of development through this level is towards more spontaneity and creativity, increased flexibility but still in essentially survival-type situations with a start to more general social interaction. Ability to comprehend still depends greatly on the native speaker's modifying the language produced. Immediate memory is less restricted, operations less laboured and some textual facility is starting to emerge. Cultural interference may create unease in use of second person pronouns and persons' names for learners of some backgrounds. Some pronunciation problems will persist well beyond this stage. The ability to acquire flexibility in social register varies greatly according to the background, sensitivity and personality of the individual. The emergence of modifying devices and discourse markers gives the learner the means to express (however tentatively at 1+) individual meanings (eg personal perceptions and attitudes) as well as universal meanings. ‘Work’ situations should be considered to include school for students.
L:1+ Survival proficiency

General Description
Able to satisfy all survival needs and limited social needs. Can understand in all situations relevant to his or her survival needs. Less dependent on contextual support but comprehension is still significantly assisted by face-to-face contact, careful articulation and slow rate of utterance. Provided the topic discussed is familiar, can extrapolate the meaning of occasional unknown words from the context and deduce sentence meaning. While global comprehension of utterances may be generally secure, deficiencies in the listening skill will often lead the learner to miss more specific information; misinterpretations are frequent and, in less familiar situations, may require repetition, paraphrase or explanation. More sensitive to morphology, recognises changes of tense and generally comprehends regular forms without having to rely on contextual support. Has much difficulty comprehending extended lines of argument and comprehends only the simplest discourse markers. Has little ability in specialist registers but can follow routine communications in the workplace and some unpredictable utterances provided they involve mainly the non-specialist register or are supported by the context. Can generally distinguish statements, questions and commands by intonation etc., but has limited ability to deduce other than surface meaning. Comprehension still suffers from limited familiarity with the target culture.

Examples of specific tasks (ESL)
Recognises simple relationships between short combinations of clauses and sentences (eg marked by and, but, if, because), but fails to comprehend more complex relationships or more complex discourse marked over a longer text. Can cope with utterances that are carefully articulated and said slowly (eg 100 to 120 wpm.). Comprehends only isolated words or phrases in most conversations between native speakers and will also fail to comprehend subsumed knowledge. Has no facility in comprehending speakers of dialects other than that most frequently experienced. Comprehends most common, standard contracted forms but has considerable difficulty with colloquial ‘run-on’ forms (such as wanna, gunna, wotcha). Comprehends very little of a radio broadcast and has great difficulty using the telephone. Can comprehend only broad train of events of a TV drama, little of less visually supported telecasts, though has fair comprehension of frequently repeated commercials said slowly in the standard dialect without significant cultural assumptions. If heavily marked, understands the implied annoyance, sarcasm etc in such utterances as Haven’t you finished yet? or That’s great! Can act on a simple series of commands such as Find a rag and clean the bench and negative commands such as Don’t touch that button.

Comment
From this level on, the learner has a significant language repertoire permitting comprehension of texts containing an increasing number of unfamiliar language items or cultural references. The learner now has a sufficient language base to benefit greatly in language learning from out-of-class experience and to permit exploration of the language by inquiry from native speakers. The thrust of development through this level is towards more spontaneity and creativity, increased flexibility but still in essentially survival-type situations with a start to more general social interaction. Ability to comprehend still depends greatly on the native speaker’s modifying the language produced. Immediate memory is less restricted, operations less laboured and some textual facility is starting to emerge. Cultural interference may create unease in use of second person pronouns and persons’ names for learners of some backgrounds. Some pronunciation problems will persist well beyond this stage. The ability to acquire flexibility in social register varies greatly according to the background, sensitivity and personality of the individual. The emergence of modifying devices and discourse markers gives the learner the means to express (however tentatively at 1+) individual meanings (eg personal perceptions and attitudes) as well as universal meanings. ‘Work’ situations should be considered to include school for students.

W:1+ Survival proficiency
Able to satisfy all survival needs and limited social needs. Can write a sufficiently wide range of informal language to satisfy survival needs though errors in syntax, spelling and style may frequently interfere with comprehension. Can write most words and sentences that can be produced orally but longer utterances and texts may lack coherence through a failure to maintain sentence structure, to structure the thought sequence acceptably, or to use discourse markers appropriately. Has the ability to use a bilingual dictionary to check spelling. Aware of but not confident with the formal devices used in writing letters and has limited ability to vary them to match different recipients.
Minimum social proficiency

S:2 Minimum social proficiency

General Description
Able to satisfy routine social demands and limited work requirements.
Can handle with confidence but not facility most social situations including introductions and casual conversations about current events, as well as work family and autobiographical information. Has restricted register flexibility though, where a specialist register has been experienced, will have acquired some features of it. Has limited ability to vary the ‘tone’ of utterances. Can handle limited work requirements but will need help in handling any complications or difficulties. Hesitations are still frequent as the learner searches for vocabulary or grammar, but has a speaking vocabulary sufficient to express himself simply with circumlocutions on most topics pertinent to his everyday life; can usually handle elementary constructions quite accurately but does not have thorough or confident control of the grammar especially in longer constructions. Accent, though often quite faulty, is intelligible, undue exertion on the part of a native-speaking listener is not often necessary though some repetition in order to be understood may occur. Overall rate of utterance remains less than the native speaker’s as a result of hesitations Cohesion and discourse in short utterances or texts are secure but inconsistencies occur in longer ones.

Examples of specific tasks (ESL)
- Can write a simple covering letter (eg to accompany a cheque or a completed job application form). Can convey a simple message by telegram (eg accepting job offered) though the conventions and form may often be inappropriate. Can write a note to school explaining a child’s absence or requesting leave for the child. Can take down a simple message in note form.
- Can give detailed information about own family, living conditions, educational background; can describe and converse on everyday things in his environment (eg his suburb, the weather); can describe present or most recent job or activity; can communicate on the spot with fellow workers or immediate superior (eg ask questions about job, make complaints about work conditions, time off etc.); can give simple messages over the telephone; can give directions and instructions for simple tasks in his everyday life (eg to tradesmen). Has tentative use of oui-like request forms, eg involving could, would. May sometimes offend by unintended blandness or aggressiveness, or irritate by over-deference where native speakers expect informality.

Comment
At this level, the learner’s ability is sufficient to enable him to establish normal social relationships with native speakers.
Examples of specific tasks (ESL)

Can write a personal letter on simple everyday topics or a simple report on an everyday event. Can write to order goods, book a room, or to carry out other uncomplicated and routine tasks. Can fill out most forms regularly encountered in everyday life (eg health insurance, unemployment registration, passport application etc).

R:2 Minimum social proficiency

General Description

Able to understand in routine social situations and limited work situations. Can get the gist of most conversations in everyday social situations though may sometimes misinterpret or need utterances to be repeated or reworded. Less dependent on face-to-face contact, and the presence of other participants in the conversation does not normally cause comprehension problems. Has limited ability to comprehend if there is extensive use of specialist registers though, in own field, can, with paraphrase or explanation, comprehend routine conversations. Has some ability to see beyond surface meaning to comprehend less subtle or esoteric cultural implications. Can cope with the lower range of normal native speaker utterance rates, but is soon lost with faster rates and has difficulty in understanding conversations between native speakers. Has some difficulty following extended lines of argument or complex discourse patterns.

Examples of specific tasks (ESL)

Using a bilingual dictionary, can get the sense of personal letters on everyday topics, simple stylised forms such as invitations and replies, routine, uncomplicated business letters, news items from the daily press (but longer reports and commentaries only with considerable difficulty), and simple articles in technical fields relevant to work experience. Can follow most clearly presented sequential instructions (eg accompanying a household appliance) when they are written in a non-specialist register, when there is plenty of time and a bilingual dictionary is available. Can read fluently for pleasure modern novels simplified for the non-native reader.

W:2 Minimum social proficiency

General Description

Able to satisfy routine social demands and limited work requirements. Can handle (with moderate confidence and sufficient accuracy that comprehension by a native speaker is not impeded) those written forms needed in his or her everyday life at home, in daily commerce and in simple work situations not requiring specialist skills.

Examples of specific tasks (ESL)

Can readily understand the sort of information indicated in S:2 when given face-to-face; can take simple telephone messages in response to own questions or on familiar or expected topics; can cope with native speaker conversations at lower rates of utterance (eg 120–150 wpm). Can comprehend and act on sequential instructions at work (eg when the red light goes off, push the button); does not fully comprehend television or radio broadcasts, but can get the gist of news bulletins or other programs on familiar topics delivered at lower rates of utterance. Can, in most situations, broadly discriminate the ‘tone’ of utterances (eg irony).

Minimum vocational proficiency

S:3 Minimum vocational proficiency

General Description

Able to speak the language with sufficient structural accuracy and vocabulary to participate effectively in most formal and informal conversations on practical social and vocational topics. Can discuss own particular interests and special fields of competence with rea-
Examples of specific tasks (ESL)
Can take information confidently by telephone; can comprehend a discourse or
discussion on a non-technical subject and can, if necessary, take notes or sum-
marise it, has reasonable comprehension of radio and television news readers
(180 wpm) though more rapid speakers may cause comprehension to suffer.
Can comprehend most sums of money and most numerals though longer items
may have to be repeated.

Comment
It should be noted that colloquial speech may entail changes in every aspect of
language, including vocabulary, syntax, semantics, phonology, rate of utterance
and paralinguistics.

W:3 Minimum vocational proficiency
General Description
Able to write with sufficient accuracy in structures and spelling to meet all
social needs and basic work needs.
Can write with reasonable ease and accuracy on matters relevant to own inter-
ests, rarely lacks a word and is then able to circumvent it. Can use complex
sentences accurately and can vary the style between personal and vocational
contexts and use the functions appropriate to them.

Examples of specific tasks (ESL)
Can write in all those forms used in daily life (personal letters, notes, telegrams,
invitations etc) without errors intruding on a native speaker's comprehension
and acceptance. Can use those basic registers needed in the work situation and
other routine business letters of his or her everyday life. Can generally use even
complex sentence structures accurately. Discourse structure beyond the
sentence level may still sometimes seem non-native. Can vary style over broad
parameters (eg between personal and vocational contexts), though may lack
some subtlety in differentiating between some contexts.

Comment
The key factor now emerging is register flexibility (as well as continued devel-
opment in fluency and accuracy) Fluency refers to the ability to mobilise lan-
guage components in connected expression.

L:3 Minimum vocational proficiency
General Description
Able to comprehend sufficiently readily to be able to participate effectively in
most formal and informal conversations with native speakers on social topics
and on those vocational topics relevant to own interests and experience.
Can get the gist of most conversations between native speakers though may
miss some details, especially where there is significant subsumed knowledge.
Comprehension rarely affected by complex discourse patterns. Can generally
understand at normal rates of utterance, even if occasional words are unfamil-
lar, and rarely has to ask for an utterance to be repeated or paraphrased, except
where speech is heavily loaded with colloquial features.

Examples of specific tasks (ESL)
Can take information confidently by telephone; can comprehend a discourse or
discussion on a non-technical subject and can, if necessary, take notes or sum-
marise it, has reasonable comprehension of radio and television news readers
(180 wpm) though more rapid speakers may cause comprehension to suffer.
Can comprehend most sums of money and most numerals though longer items
may have to be repeated.

Comment
It should be noted that colloquial speech may entail changes in every aspect of
language, including vocabulary, syntax, semantics, phonology, rate of utterance
and paralinguistics.

W:3 Minimum vocational proficiency
General Description
Able to write with sufficient accuracy in structures and spelling to meet all
social needs and basic work needs.
Can write with reasonable ease and accuracy on matters relevant to own inter-
ests, rarely lacks a word and is then able to circumvent it. Can use complex
sentences accurately and can vary the style between personal and vocational
contexts and use the functions appropriate to them.

Examples of specific tasks (ESL)
Can write in all those forms used in daily life (personal letters, notes, telegrams,
invitations etc) without errors intruding on a native speaker's comprehension
and acceptance. Can use those basic registers needed in the work situation and
other routine business letters of his or her everyday life. Can generally use even
complex sentence structures accurately. Discourse structure beyond the
sentence level may still sometimes seem non-native. Can vary style over broad
parameters (eg between personal and vocational contexts), though may lack
some subtlety in differentiating between some contexts.

Comment
Principal changes from here to R-5, W-5 lie in breadth of vocabulary, accuracy
of syntax and flexibility of, or sensitivity to, style.
R:3 Minimum vocational proficiency

General Description
Able to read standard newspaper items addressed to the general reader, routine correspondence, reports and technical material in own special field, and other everyday materials (eg best-selling novels and similar recreational literature).
Can grasp the essentials of articles of the above types without using a dictionary; for accurate understanding, moderately frequent use of a dictionary is required. Has occasional difficulty with unusually complex structures and low-frequency idioms. Can read cursive writing though non-standard or ill-formed scripts may still cause difficulty.

Examples of specific tasks (ESL)
Can read standard newspaper items and routine personal and business correspondence in own field of interest and readily grasp their essential meaning. Can read such items and paraphrase or summarise their key points. Has some sensitivity to variations in style and register and to nuances in meaning but will frequently fail to perceive those that are more subtle or more culturally dependent. Is able to read extended texts (eg novels) with sufficient comprehension without reference to a dictionary to ensure pleasure even though some words will be unknown.

Vocational proficiency

S:4 Vocational proficiency

General Description
Able to use the language fluently and accurately on all levels normally pertinent to personal social academic or vocational needs.
Can participate in any conversation within the range of own experience with a high degree of fluency and precision of vocabulary; while the learner has mastered commonly occurring colloquial and idiomatic forms, some misuse of other items may occur; would rarely be taken for a native speaker, but can respond appropriately even in unfamiliar situations; while a ‘foreign accent’ may continue (especially in intonation and stress patterns), pronunciation does not impede comprehension by a native speaker; errors of grammar are quite rare and unsystematic and can usually be corrected in retrospect; always easily understood by a native speaker. Has considerable sensitivity to register requirements and readily modifies the language appropriately.

Examples of specific tasks (ESL)
Can convey exact meaning in social and vocational discussions unrestricted by lexical or grammatical deficiencies; can modify speech deliberately according to the situation and its register requirements can handle informal interpreting from first language.

Comment
Cultural understanding now plays a significant part in promoting language use. Grammatical development is now more or less complete though ‘slips’ or errors of performance may still occur. The learner can, however, usually correct such errors if he or she becomes conscious of them.
Native-like proficiency

General Description
Speaking proficiency equivalent to that of a native speaker of the same socio-cultural variety.
Has complete fluency, accuracy and range in the language such that the learner’s speech on all levels is fully accepted by such native speakers in all its features (including rate of utterance, suprasegmental and paralinguistic features, and breadth and accuracy of grammar, vocabulary, idiom, colloquialisms and cultural references), even though some phonological features may exhibit minor non-native characteristics that never intrude nor inhibit comprehensibility. Able to operate as effectively as a native speaker of the same socio-cultural variety in all those registers encountered in his personal, social, academic or vocational life.

Examples of specific tasks (ESL)
Can handle all tasks normally encountered and has native-like flexibility in new ones; can handle humour and innuendo as effectively as a native speaker of the same socio-cultural variety. Very occasional non-native syllable stress, intonation pattern, allophone or phoneme substitution.

Comment
At this point all language-related cultural barriers are removed and to all intents and purposes, the learner acts, and is accepted by others, as a native speaker. The distinction between the terms variety and register should be recalled. Any register limitations are of the same linguistic order and cause as for a native speaker of the same socio-cultural variety. It should be remembered that the ASLPR measures general proficiency. Register flexibility is as firmly established at this level as for a native speaker. Learners who have not experienced a certain specialist register in their L2 may not have facility in it even though that register (eg of an academic or sporting interest) may be fully developed in their L1. With exposure to the register, however they will master it as readily as would comparable native speakers or, perhaps, more readily if they already have the relevant underlying concepts.

W:4 Vocational proficiency

General Description
Able to write fluently and accurately on all levels normally pertinent to personal, social, academic or vocational needs.
Errors in grammar or vocabulary are very rare, rarely needs to consult a dictionary to express himself and is able to consider and select from amongst a wide choice of words and structures to make meaning more precise. Has considerable sensitivity to register requirements and can modify language appropriately.

Examples of specific tasks (ESL)
Can convey meanings precisely and accurately unrestricted by lexical, morphological, syntactic or spelling deficiencies. Can readily use all those written forms normally encountered and can modify them according to specific register requirements. Can structure longer texts appropriately, making full use of the available devices of discourse and cohesion. Can handle informal translation from first language.

R:4 Vocational proficiency

General Description
Able to read all styles and forms of the language pertinent to personal, social, academic or vocational needs.
With occasional use of a dictionary can read moderately difficult prose readily in any area directed to the general reader, and all material in own special field including official and professional documents and correspondence. Reading speed will approximate that of comparably educated native speakers. Cursive writing poses no greater difficulty than for a native speaker.

Examples of specific tasks (ESL)
Can comprehend most literary forms though more difficult works (eg heavily culture-dependent or in a form remote from ‘normal’ discourse) may cause some problems. Can handle informal translation into first language.
**R:5 Native-like proficiency**

**General Description**
Reading proficiency equivalent to that of a native speaker of the same socio-cultural variety.

Can comprehend all forms of the written language (including abstract, structurally complex, or highly colloquial literary and non-literary writings) as effectively as such a native speaker. Can comprehend fully all varieties and registers likely to be encountered in his or her personal, social, academic or vocational life and has sufficient flexibility to comprehend others as effectively as do native speakers of the same socio-cultural variety. Is similarly sensitive to the implications of the variety and register used.

**Examples of specific tasks (ESL)**
Can comprehend with as much ease as an educated native speaker all forms of the written language normally encountered. Can identify the likely educational level and origin of a speaker.

---

**L:5 Native-like proficiency**

**General Description**
Listening proficiency equivalent to that of a native speaker of the same socio-cultural variety.

Has the same degree of comprehension of the spoken language of native or non-native speakers in all its features (including idiom, colloquialisms, subtlety of meaning, and cultural references whether spoken face-to-face, by telephone or on the media) as a native speaker of his socio-cultural variety. Can comprehend fully all varieties and registers likely to be encountered in his personal social, academic or vocational life and have sufficient flexibility to comprehend others as effectively as do native speakers of his socio-cultural variety. Similarly sensitive to the implications of the variety and register used.

**Examples of specific tasks (ESL)**
Can perform as effectively as a native speaker in all listening activities encountered and has a native speaker’s flexibility in new ones. Perceives and responds to style, humour and innuendo as effectively as a native speaker of the same socio-cultural variety. Can generally recognise the likely educational level and origin of a speaker.

---

**W:5 Native-like proficiency**

**General Description**
Written proficiency equivalent to that of a native speaker of the same socio-cultural variety.

The learner’s written language in all its forms is fully accepted by such native speakers in all its features including formal accuracy, structural variation, word choice, idiom, colloquialisms, register appropriateness, discourse structure (including thought sequence and coherence), subtlety of meaning and cultural references. Deviations from educated native speaker forms, special register features or stylistic conventions will only be those recognisable as native speaker variants.

**Examples of specific tasks (ESL)**
Can perform as effectively as a native speaker in all writing tasks normally encountered and has native-like flexibility in mastering new ones.
Appendix 2

ASPLR Reading Tasks
1. What is this story about?
2. What was Kim's problem when she first arrived in Australia?
3. Did she study English before? How much?
4. Did she study English before? How much?
5. What does she want to be able to do with her English?

My life in Australia

When I first arrived in Australia, I was afraid of everything. I couldn't speak any English or even understand what people said. Also, the way people lived was so different to the way we lived in Korea.

Now, six months later things are getting better, although I still worry about a few things.

The English language is my biggest problem. I studied English at high school in Korea for six years, for four hours a week, but my English still isn't good enough to join in conversations with Australians, to read books and magazines without using a dictionary, or to get the sort of job I want.

Kim Lee

1. Why did the CES send this letter to Mary?
2. Is 1pm a good time for her to call in?
3. What must Mary do if she cannot attend the interview?
4. When is the last possible date for an interview?
5. What will happen if she does not attend the interview or contact the CES?
Appendix 3

CSWE Reading Assessment Tasks

All tasks in Appendix 3 from Certificates in Spoken and Written English III (1995) with permission NSW Australian Migrant English Service (AMES).

A three-minute disaster

1. What is this story about?
2. How did the fire start?
3. What did the man do then?
4. What happened to the house?
5. How was the man injured?

SYDNEY — A man burned his house down yesterday while trying to boil eggs.

The Wahroonga man was happily watching the prospective meal when he spotted a couple of cockroaches.

So he grabbed an insecticide pressure can and sprayed the offending beasts.

But some of the insecticide blew on to the gas flame and set alight the can and stove.

He then rushed into a bedroom, grabbed a blanket, ran back into the kitchen and tried to smother the fire.

When the blanket caught fire, the man tried to throw it out of the window, but it was closed.

He panicked and jumped through the window, glass and all.

As the flames from the burning insecticide can, stove, and blanket spread through the kitchen, he ran next door and phoned the fire brigade.

But by the time they got there, his $120,000 northern suburbs home was ablaze and beyond saving.

The hapless cook was treated for cuts and shock.
1. What work does a personnel clerk do?

2. Machines are now more widely used in the workplace. What additional tasks may clerks now do as a result?

3. Give two important personal skills a clerk should have?
   a. ______________________________________________________________
   b. ______________________________________________________________

4. Where is most clerical training carried out?

5. Why are clerical skill requirements changing?

6. Why may it be useful, when looking for a clerical job, to have specialist clerical skills?
How to handle on-the-job PRESSURE

Most people have felt pressure, or stress, at some time during their working lives. On-the-job pressure comes in two forms. It can be pressure that arises from time to time because of a crisis. Some people don’t handle this type of pressure well, while others find it exhilarating.

Or it can be the type of pressure which relates to constant urgency to complete more work than you can comfortably handle — always thinking that soon it will get easier, things will calm down and you’ll have less on your plate, but never reaching that feeling of easy control. It is this type of pressure that is putting more and more people’s health at risk.

Even though some people may enjoy the pace, the long days and accumulated fatigue can lead to physical and mental health problems.

Overwork creates health and safety problems because it eats into precious leisure time and leaves people lethargic, angry and unfocused. Many people work between 50 and 60 hours each week, which means they are living to work rather than working to live.

Some people find they are working longer hours, but not getting more done. When people are exhausted, their productivity declines. Tiredness can also adversely affect people’s decision-making skills.

Coping with overload

Think about your priorities. How much time do you actually spend on doing the things you love? What changes can you make that will allow you to have more time available to do these things? Here are some suggestions.

- **Consider telling your supervisor that you aren’t coping**
  
  Your supervisor may be completely unaware of this and may be more sympathetic than you think. See if you can work together to restructure your job to make you more productive. From watching how you work, your supervisor may have some suggestions as to how you could do things more efficiently.

- **Delegate and learn how to say ’no’**

  These two things are often linked to an unwillingness to pass on tasks — possibly because of a belief that if you want it done properly, you have to do it yourself. You may have to start trusting others a bit more.
Certificate in Spoken and Written English III (Vocational English)
Assessment Competency 9: Can read an information text

- **Aim to concentrate more while you work**
  This way, it takes less effort to get more done. Set up your work environment so that you have peace and quiet. Try to confine conversations with other colleagues to lunch breaks.

- **Be more organised**
  You should have everything you need at your fingertips.

- **Don't re-invent the wheel**
  Be familiar with what other people in the office are doing (or have done) that could save you time.

1. Number the topics below in the order they appear in the text.
   - Ways of dealing with pressure
   - The dangers of pressure
   - Types of pressure
   - The important things in your life

2. Crisis pressure and constant urgency are two types of pressure. Which one causes more health problems?

3. Many people overwork. What is the example given in the text of a heavy work program?

4. When people are overtired their work can be affected. Give two examples of this.
   a. _________________________________________________________________
   b. _________________________________________________________________

5. Who may be able to help organise your work to reduce stress and pressure?

6. Give two ways to improve your concentration while working.
   a. _________________________________________________________________
   b. _________________________________________________________________
Answer key: Pressure

1. 4 = ways of dealing with pressure
   2 = the dangers of pressure
   1 = types of pressure
   3 = the important things in your life

2. constant urgency

3. working 50 and 60 hours per week

4. productivity
   decision-making skills

5. your supervisor

6. have peace and quiet
   only talk to other colleagues in the lunch break

STUDYING TAFE COURSES with OTEN the options

WHAT IS OTEN!
The Open Training and Education Network (OTEN) is a joint initiative of the NSW TAFE Commission and the Department of School Education. OTEN offers over 200 TAFE NSW and secondary school courses to more than 28,000 students. When you complete a TAFE NSW course through OTEN you receive the relevant TAFE NSW award.

OTEN offers you study options that are not usually available in other TAFE NSW Institutes. For example, you can learn at your own pace and, for most courses, you will study at home.

WHAT STUDY OPTIONS DOES OTEN OFFER?
Do I have to attend classes? Most OTEN courses do not require attendance in classes. Learning materials that are specially designed to help you study without having to attend class are mailed to you. In these ‘distance’ courses, you still have access to a teacher by mail or telephone. There are also staff who offer extra support to students with special circumstances or needs.

Some OTEN courses have practical components such as field trips, laboratory sessions or tutorials. In many cases you can study part of your course by distance education and part at another TAFE NSW campus where you attend classes.

When do I have to complete my course? There are time limits for completing courses and subjects. It may be possible to complete your subject or course at a faster pace than you can in other TAFE NSW Institutes. Alternatively you can work at a slower pace provided you complete your studies within the time limits.

Can I transfer to and from OTEN? You can apply to transfer to OTEN from another TAFE NSW campus to complete part or all of your course providing you discuss this with your campus of original enrolment. You can also transfer from OTEN to another TAFE NSW campus.

WHAT TAFE NSW COURSES DOES OTEN OFFER?
OTEN offers a wide range of courses in these areas:
- building and construction
- business
- real estate
- office administration
- accounting
- engineering
- computers
- manufacturing
- hairdressing
- health
- languages
- rural studies
- tourism and hospitality
- maritime studies

OTEN also offers TAFE NSW courses such as:
- Certificate in General Education
- Matriculation
- English for Speakers of Other Languages
- Adult Basic Education
- Literacy and Numeracy

A number of professional development courses on a fee-for-service (commercial) basis are also offered. These include management, building, business, driving instruction, liquor licensing and audiometry.

Contact a course information officer at OTEN or any TAFE NSW campus for a more detailed listing of courses offered by OTEN.

Reproduced by permission of OTEN
1. What does ‘OTEN’ stand for?

2. OTEN offers hundreds of TAFE NSW courses. What other courses does it offer?

3. What are two special features of the courses offered through OTEN?
   a. Learn at own pace (at faster or slower pace)
   b. Study at home/don’t have to attend classes

4. How do you keep in contact with teachers if you study through OTEN?

5. What practical learning activities may you be required to attend?

6. Where can you get more information about OTEN courses?

---

**Answer key: OTEN**

1. Open Training and Education Network

2. Secondary school courses

3. Learn at own pace (at faster or slower pace)
   Study at home/don’t have to attend classes

4. Telephone or mail

5. Field trips, laboratory sessions or tutorials

6. Course information officer at OTEN or TAFE NSW
For those who don’t suffer from migraines, it is almost impossible to understand how debilitating they can be. They can hit anywhere, at any time, and can last for a few hours to three days. The majority of people who get migraines are between 25 and 34 years of age. More women than men suffer from migraines.

A migraine headache has distinct symptoms which make it different from other headaches. Sometimes the pain is so severe that people may start to wonder if it more than just a migraine. And you can’t be sure that it isn’t until you visit your doctor who will eliminate other possibilities. You should never diagnose yourself.

**Symptoms**
- Moderate to severe pain, usually on one side of the head, that is pulsating or throbbing
- Nausea and possibly vomiting
- Sensitivity to light and sound (which sometimes becomes almost unbearable)
- Sometimes double vision and flashes of light

**What triggers migraines?**
Although there is no conclusive evidence that can be given as an explanation for all migraines, sufferers recognise that certain factors can trigger attacks.

**Treatment**
- Keep a ‘migraine diary’. Note in it any factors such as the ones listed above that can trigger an attack. By looking back through your diary, you may be able to work out a pattern of triggers and then avoid them.
- Learn relaxation techniques such as stretching, yoga or massage.
- Try sleeping off a migraine.
- Try taking some physical exercise when you feel a migraine coming on.
- Note any sort of warning sign that a migraine is coming on. Once you know you are going to have one, you can take medication that should be prescribed by your doctor.
- Try a natural therapy such as herbs or vitamin and mineral supplements, but only try these after you’ve had your migraines diagnosed by a doctor.

### Questions

1. **Who suffers most from migraines? Give all the details.**

2. **Why is it important to have your migraines diagnosed by a doctor?**

3. **What is one indicator that someone has a migraine?**

4. **Which foods are thought to cause migraine?**

5. **Why is it helpful to keep a ‘migraine diary’?**

6. **At what time can physical exercise be helpful to migraine sufferers?**
Appendix 4
Examples of CSWE Oral Assessment Tasks
(manipulations not included)

Answer key: Migraine

1. more women than men, aged between 25 and 34
   (Must have all above information)

2. it might be something else; may be more than just a migraine; eliminate possibilities of other problems
   (Any one)

3. moderate to severe pain (usually on one side of the head); nausea and vomiting; sensitivity to light and sound; double vision and flashes of light
   (Any one)

4. chocolate, cheese, citrus fruits
   (Must have all three)

5. to work out a pattern of triggers/causes and then avoid them

6. when you feel a migraine coming on
Certificate II tasks

Competency 5

Task 1
You invite a friend from your class to visit you. Give instructions on how to get from where you are now to where you live.

Tasks 2 and 3
Your friend has a new flexi card for an Automatic Teller Machine (ATM). Explain how to use the card to get money from the ATM.

Tasks 4 and 5
The globe in your kitchen light doesn’t work. It is on a high ceiling. Give instructions to your 12 year-old child on how to change it.

Competency 6

Task 1
You want to visit Alice Springs for one week in September. Call the airline company and ask about a plane trip to Alice Springs.

Tasks 2 and 3
There is an exhibition of Aboriginal paintings at the museum which you would like to see. Call the museum and obtain information about the exhibition.

Task 4
You want information about English classes for yourself. Enquire at a local teaching centre.

Task 5
Your family has moved to a new suburb. You want information about the local high school for your 13 year-old child. Phone the school.

Competency 7

Task 1
Your washing machine doesn’t work. Call a repair service and ask for someone to come and fix it.

Tasks 2 and 3
Your television doesn’t work — you can’t get the ABC. Call the television repair service.

Tasks 4 and 5
You want to have the Australian newspaper delivered to your home on Saturdays. Call your newsagent.
**Certificate III tasks**

**Competency 5**

Task 1
Ring the TAFE Information Centre and enquire about computer courses. Say what type of course you are interested in.

Tasks 2 and 5
Read the job advertisement below. Call the contact person and obtain information about the position.
(an advertisement was reproduced for the task)

**Competency 6**

Task 1
You have an appointment for a job interview with an employment agency tomorrow. The time that has been arranged is not convenient for you. Go to the agency, introduce yourself and explain the situation. Try and arrange another time for the interview.

Tasks 2 and 3
You have four weeks annual leave available this year. You would like to take three weeks leave now, even though it is a busy time at your workplace. Talk to your manager about this situation, explain why you want to take the leave now and negotiate a solution.

Tasks 4 and 5
You are an employee in a department store. A customer approaches you with a complaint about a faulty cassette recorder that they bought. The shop’s policy is to only give credit for returned goods and not to give money back. Attend to the customer’s complaint.

---

**Appendix 5**

CSWE Writing Assessment Tasks
Certificate in Spoken and Written English III (Vocational English) Assessment Competency 10: Can write a procedural text

1. Write a set of instructions on how to operate a cassette recorder. Include information about:
   - playing cassettes
   - rewinding
   - fast forwarding
   - recording
You can use your dictionary
Write about six instructions

2. Write a set of instructions on how to enrol in an English course at AMES. You can use your dictionary
Write about six instructions

3. Write a set of instructions on how to apply for Australian Citizenship. You may use the information provided by the Department of Immigration and Ethnic Affairs. You can use your dictionary
Write about six instructions

Created by NCELTR as trialling material (1996).

Certificate in Spoken and Written English III (Vocational English) Assessment Competency 12: Can write a report

1. Write a report about a trade or profession in either your country of origin or Australia. You can use your dictionary
Write about 150 words
Time: 1 hour
One of a bank of teachers' tasks sent to NCELTR Research for appraisal (1996).

2. Write a report describing and comparing the four hotels in the table below and recommend one or more.
You can use your dictionary
Write about 150 words
Time: 1 hour

<table>
<thead>
<tr>
<th>Name</th>
<th>Price of a room</th>
<th>Atmosphere and decor</th>
<th>Service</th>
<th>Breakfast</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Metropole</td>
<td>$89.00</td>
<td>Elegant and luxurious</td>
<td>Rather leisurely</td>
<td>**** Excellent A wide choice of food</td>
</tr>
<tr>
<td>Hannan's Hotel</td>
<td>$79.00</td>
<td>Modern, noisy</td>
<td>Efficient service</td>
<td>** Good, but unexciting</td>
</tr>
<tr>
<td>The Inn</td>
<td>$65.00</td>
<td>Dull, shabby</td>
<td>Slow</td>
<td>* Disappointing Poor choice of food. Food cold.</td>
</tr>
<tr>
<td>The Blue Duck</td>
<td>$47.00</td>
<td>Lively, cheerful</td>
<td>Good service, friendly staff</td>
<td>*** Delicious home cooking</td>
</tr>
</tbody>
</table>

This table has been reprinted from the draft, 'Competency Based Assessment Tasks for the CSWE Further Study' compiled by Nita Johnson, AMES WA.
3. Your manager wants to purchase a new frost free refrigerator for the staff room. The old one is much too small and has no freezing compartment. She wants a quality product but doesn’t want to pay a high price.

She has asked you to write a report outlining several options. She would also value your opinion as to the best purchases.

You may use the information from Choice magazine for your information.1

You can use your dictionary
Write about 150 words
Time: 1 hour

1 The input text for this task was taken from Choice magazine. For copyright reasons the text cannot be reproduced.

Created as a trialling task modified from an AMES-CSWE benchmark task by NCELTR (1996).